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L! CHAPTER 1

INTRODUCTION

Background
Major General John D. Bruen, USA, stated:
Strategic mobility is not airplanes; it is not
ships; it is not trains; it is not ports of people . .
It is all these things molded into an integrated, smooth
functioning system. The job to be accomplished by this
system is to deploy our forces in CONUS to final desti-
nation in theatre on time--and then sustain these forces
in combat [4:6].
The Military Airlift Command (MAC) supports these deployments
through its airlift forces, and, in particular, its aerial
port units. In their simplest form, a MAC aerial port unit
receives, processes, and loads cargo and passengers aboard
MAC owned, chartered, or Civil Reserve Air Fleet (CRAF) air-
craft to insure the successful deployment of combat and
support forces to their specified destination.
Aerial port units are classified as 'strategic'
(fixed) or 'tactical' (mobile). The differences in the
units lie in their ability to mobilize and deploy to alter-

nate locations to support deployment or resupply operations.

A fixed port is tied to permanent facilities while the tac-
tical unit (Mobile Aerial Port-~-MAP) is characterized as .A
capable of rapid deployment, by air or surface, to support

contingencies (19:23-1).
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A MAP unit may contain the following functional
areas:
Air Terminal Operations Center
Passenger Service Operations
Vehicle Control and Maintenance

Joint Airdrop Inspection

N W N

Terminal Service Operations

These functions are performed to support the rapid deploy-
ment of forces participating in, or supporting contingency
operations. MAP functions include the reception, processing,
and loading/offloading of cargo and passengers. Addition-
ally, mobile units may be tasked to support a wide variety
of airlift missions such as airdrop or combat offloads
associated with contingency operations. This complexity of
operations could vary the support needed from one individual
with no equipment, to one or more fully deployed mobile
aerial port units with a wide variety of equipment (19:23-1).
As stated in MAC Regulation 76-1,

The primary function of a mobile unit is to deploy
to a forward base of operations on short notice and to
immediately begin operations. To insure the success of
an operation, careful planning is vital [19:23-1].

Personnel manning is a major factor which must be

considered when planning for contingency operations. Aerial
port personnel requirements are normally determined by
Headquarters, MAC, using the USAF Manpower Force Packaging
(MANFOR) system (19:23-9). The MANFOR system was developed
to identify manpower requirements needed to support

2
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anticipated contingency operations, to provide the means to
communicate these requirements to all levels of command, and
to provide a way to compare manpower requirements to approved

authorizations (38:6-2). As specified,

MANFOR objectives are accomplished through the
development in an automated format, of predefined
modules of units and elements usable in contingency
plans and, once constructed, by insuring they are
communicated Air Force wide and kept current [38:6-2].

The unit type code (UTC) is the key to the development and
communication of the MANFOR system (38:6-2). A UTC is a
standardized representation of similar types of military
units and is the primary means of identification of units in
an Operation Plan in Complete Format (OPLAN) Time Phased
Force and Deployment List (TPFDL) (38:3-3). The standard-
ized aerial port unit type codes are recognized through their
unique coding which begins with the designation UFB. The
final letters in the code (i.e., UFBCE) designate a specific
unit size and allude to the function to be performed. Over
90 UTCs have been developed for use in the planning, descrip-

tion, and communication of MAC aerial port contingency per-

sonnel and equipment requirements (20).

The Joint Operations Planning System (JOPS) estab- - 4
lishes the Department of Defense system to be used in the

planning and support of military operations and establishes

the UTC as the cornerstone of the MANFOR system. The Air e
Force established planning guidelines to:

.
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1. Minimize the effort required to develop and keep
operation plans current;

2. Facilitate the preparation, use, and under-
standing of plans through standard formats and content; and

3. Facilitate the deployment of forces and provi-
sions of support when needs arise (38:3-1).

Operations Plans, as specified by JOPS, refer to any plan,
except the Strategic Integrated Operations Plan, for the
conduct of military operations in a hostile environment. An
OPLAN is a complete operations plan normally prepared to
meet the following situations:

1. Situations which tax the total forces available
for planning, or

2. tax the total logistical and mobility support

capability of the U.S.
OPLAN components include the Time Phased Force and Deploy-~
ment List (TPFDL) and the Transportation Requirements List
(TPTRL). These latter two sections reflect unit deployment
information, including applicable UTCs (38:1-3 to 3-3).

MAC identifies aerial port UTCs as either strategic
or mobile. Strategic UTCs provide for the support of fixed
aerial port operations. On the other hand, tactical UTCs
support a wide range of deployment possibilities because of
the use of a modular or building block approach to their

development. Tactical UTCs are used to task four active-duty
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MAP squadrons, two combat mobility branches, and a large
number of reserve aerial port units.

The aerial port UTCs were initially developed and
validated in the 1970-71 time period, and the last major
update was begun in the 1979-80 time period and is still in
progress. Manpower personnel provided adjusted manpower
formulas, initially developed to support peacetime manning
standards, for use in determining strategic aerial port UTCs.
Tactical UTCs are developed using the Air Transportation War-
planners' professional expertise, estimates, results of exer-
cises, and input from other sources. Currently, UTC accuracy
is evaluated by inspection teams, staff assistance teams, or
through trip reports generated as a result of a unit's par-
ticipation in an exercise, contingency operation, or other

activity which required the use of designated UTCs (2).

Problem Statement

Quantitative judgements cannot be made about the
accuracy and effectiveness of published unit type codes,
because mathematical tools have not been applied to develop
UTCs which represent mobile aerial port manpower requirements
for a contingency environment. Therefore, there is no method
available for the precise development or evaluation of the
UTCs other than through the observation of training opera-
tions in which units were tasked using the published unit
type codes. During these operations, however, units are
allowed to adjust UTCs within published limits or at the

5
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unit commander's discretion; thus, actual UTCs are rarely
evaluated.

During actual wartime and major contingency opera-
tions, Mobile Aerial Port unit commanders and supervisors
may not have the latitude to deviate from specified UTCs.
Therefore, a means to accurately develop, evaluate, and
defend UTCs is important to Air Transportation war-

planning efforts.

Research Objective

The primary objective of this research is to develop
quantitative models which accurately represent the func-
tional relationships of the variables affecting Mobile
Aerial Port (MAP) terminal service and ramp service opera-
tions. Before delineating the supporting research objectives,
the scope of the system to be studied will be identified.
Next, supporting objectives will be presented and, finally,
assumptions and limitations of the research will be dis-
cussed.

Scope. As previously identified, there are two
major types of aerial port units--strategic and mobile
(tactical). This research dealt only with mobile aerial
port units. Furthermore, only the terminal service opera-
tions functions of the MAP were modelled. No attempt was

made to specifically model the four remaining functionms.
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The terminal service function can be further sub-
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s“t ‘divided into its component parts.

. CARGO ___, [MARSHALLING| SERVICE |
E ARRIVES OPERATIONS | 2 OPEEATICE . DEPARTS

Figure 1-1

Terminal Service Operations

Figure 1-1 depicts the structural model of the terminal
service function and its subdivisions. Marshalling opera-
tions include the joint inspection of cargo loads with rep-
resentatives of the unit to be transported, weight valida-
tion, limited palletization, load segregation, and cargo
control. Ramp service operations include the set-up of air-
craft cargo loads, the on and offload of aircraft, and the
supervision of the deploying unit support forces in the
aircraft parking area. Structural models of the ramp ser-
vice operation and terminal service functions are reflected
in Appendix B.

Since a modular or building block approach was used
to design tactical UTCs, MAP units may be tasked to support
a variety of operations which could include:

1. Ramp service operations in support of a unit

offload.

2. Marshalling and ramp service operations in sup-

port of onload operations.
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Specific simulation models were developed for each of the
above operations.

Within each model, three variables were analyzed:
processing time, manpower, and workload. The variables were
chosen because they are interrelated and could be labeled
dependent or independent depending on the analysis accom-
plished. A diagraph of the interaction of the variables is
shown in Figure 1-2. A plus (+) sign imposed on a relation-
ship described by an arrow means the variables will change
in the same direction. For instance, an increase in avail-
able manpower would increase the amount of production per
time period, thus a plus (+) sign is used to show the direct
relationship. A minus (-) sign is used to denote an indirect
or opposite relationship. For instance, an increase in
available manpower would cause a decrease in required pro-

cessing time; thus, a minus sign would be used to denote that

relationship.
AVAILABLE - . REQUIRED
MANPOWER < PROCESSING
TIME
+ -
WORKLOAD
ACCOMPLISHED
TOTAL
WORKLOAD
Figure 1-2

Variable Interactions
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Objectives (Supporting). Supporting objectives were:

1. To use sensitivity analysis in the development
of parameter ranges for the models which would better define
the operational environment.

2. To predict manpower parameters given workload
and processing time parameters.

3. To compare current tactical unit type codes to
simulation models and manpower prediction models to deter-
mine the effectiveness of the modelling effort.

Assumptions. A number of assumptions were made con-

cerning mobile aerial port operations in a contingency
environment. Assumptions pertaining to the use of manpower,
workload arrival times, equipment similarity, and the length
of operations were made to enhance system definition and
provide for accuracy in the simulation models.

First, it was assumed that the deployi~g unir would
furnish qualified and motivated manpower to assist aerial
port personnel as specified in deployment planning directives.
Deploying units are currently tasked to palletize cargo,
furnish operators for vehicles other than materials handling
equipment, maintain custody of equipment, prepare cargo
documentation other than air cargo manifests, and weigh
cargo (19:23-9 to 23-12). The assumption that the tasks
will be handled by qualified, motivated personnel permitted
the elimination of additional manpower to perform these

activities in the simulation models. Thus, when the
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simulation models were developed, unlimited resources were
assumed to be available to perform the user tasks.

The next assumption dealt with prearranged arrival
times for cargo tendered by the deploying unit. It was
assumed that arrival times would be constant since MAP units
coordinate arrival times with the deploying units at the
deployment planning meetings. Experience has shown that
many units require cargo to arrive before the first scheduled
load departure time. Additionally, integral loads, provided
by deploying units, are staged well ahead of schedule.
Therefore, cargo generation was not considered a critical
variable and was kept constant.

Next, it was assumed that similar types of equipment
have similar airlift characteristics such as weight and
length. This assummtion enabled the cargo generated to be
identified and characterized according to differing attri-
butes. The assigned attributes were then used to route the
transactions, representing cargo, through various decisions
concerning manpower or processing time requirements. In
turn, this decision branching led to greater accuracy in the
simulation models and allowed grouping of trénsactions for
service time purposes.

Additionally, it was assumed that operations would be
short term. For the purposes of this research, short term
was defined as seven to fourteen days depending on the type

of operation involved.
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Finally, it was assumed that the current UTCs were

accurate.

Limitations. There were two major limitations which

affected the research, and, in particular, the development
of the simulation models. The lack of processing time data
and the nonavailability of accurate, unclassified unit
deployment data, hindered efforts in the simulation model
development and verification stages.

Actual data relating to processing or activity times
were not available, nor could the data be generated to sup-
port the research (24). Contingency mobile aerial port unit
operations are only conducted during actual exercises,
command ORIs, or actual contingencies. Units involved in
these operations do not have the time or manpower to support
a data gathering activity. Additionally, the authors could
not perform the data gathering because of conflicts between
class schedules and scheduled exercises, and because of the
"no-notice" nature of ORIs and actual contingencies. This
limitation was overcome through the use of sensitivity
analysis and the development of processing time ranges. All
simulation models were evaluated using the ranges of the
parameters which were incorporated by model manipulation.

Deployment unit data availability was the second key
limitation. Data concerning the actual deployment of units
is classified and would have significantly reduced the scope

of the accomplished research. This problem was overcome,
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however, through the use of deployment data published in
unclassified reports. While deployment units sizing and
deployment parameters are not totally accurate, the data

used is representative.

Research Questions

Two research questions were posed:

1. Can structural and simulation models be deveioped
which accurately reflect MAP unit operations in a contin-
gency environment?

2. Can the simulation models be used to develop a
mathematical model which can predict UTC size based on given

planning factors?

Justification

There are two basic reasons for conducting research
into the development of structural and simulation models
representing MAP operations in a contingency environment
and the development of mathematical models to predict UTC
sizing. Even though strategic aerial port operations have
been modelled and a MAC project is currently in progress to
update and revise models dealing with strategic aerial port
operations (24), there is no quantitative method available
to develop or evaluate tactical UTCs (2). Additionally,
manpower specialists have developed and validated formulas
for use in determining strategic unit manning standards.

These formulas may be used to determine contingency

12
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strategic requirements by changing some parameters to reflect
personnel availability during contingency conditions. The
fact remains, however, that transportation planners can now
only rely on their professional judgement and expertise, as
well as other experts' estimates, when developing UTCs for
MAP units.

A second reason for the development of simulation
models is due to the analytical capability of the simulation
technique. Shannon states,

Simulation is one of the mﬁst powerful analysis
tools available to those responsible for the design and
operation of complex processes and systems . . . . It
allows the user to experiment with systems (real and
proposed) where it would be impossible or impractical
otherwise [30:ix].

Specifically, the simulation models will provide assistance
in the planning, development, and evaluation of plans tasking
mobile aerial port units. The simulation models will pro-
vide planners a tool for the synthesis of manpower packages
in support of unforeseen contingency operations, as well as

a tool which could enhance UTC design and evaluation efforts.
When using simulation models, the planner would not have to

wait for feedback to determine the effectiveness of his

planning actions.

Plan of Report

Chapter 1 presented an introduction to the research
conducted. The background of the system studied was pre-

sented as were the research objectives, scope, assumptions,

13
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and limitations. It was noted that quantitative evaluation
methods are not currently used to evaluate tactical UTCs;
thus, the basic justification for the research was estab-
lished. Chapter 2 will present a review of available liter-
ature concerning the t~chnical aspects of the subject matter.
Chapters 3 and 4 will present the methodology to be used in
the conduct of the research. Chapter 5 will deal with an
analysis of the simulation models and their significant
variables, while Chapter 6 will present the manpower model
development and validation. The final chapter will conclude
the research with a discussion of conclusions and recommenda-
tions. Finally, Appendix A provides the definitions of

terms referred to throughout the thesis.
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CHAPTER 2

LITERATURE REVIEW

p The literature review for this thesis was conducted
using the resources of the Air Force Institute of Technology

libraries, local university libraries, the Defense Technical

Information Center, the Defense Logistics Studies Informa-
tion Exchange, and the Military Airlift Command Air Trans-
portation Staff. The review covered five major areas,
including:

1. Case studies and research pertaining to aerial
port operations or deployment planning;

2. Queuing Theory;

3 Modelling and simulation theory;

4. Applications of Q-GERT, a simulation language; and

5 Prospective data sources
Information found in each of the areas will be discussed

separately.

Case Studies and Research

A review of case studies and research conducted on
aerial port operations and deployment planning provided

numerous information sources. The studies and research

found, however, covered strategic aerial port operations,

facility sizing, and materials handling equipment utilization. "]
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Additionally, a number of studies were found which suggested
planning and deployment parameters for U.S. Army units which
could be tasked to deploy on short notice. Therefcre, the
studies were of limited use because they focused solely on
strategic operations, or dealt with equipment and facility
planning.
Conversely, a common factor introduced by the

majority of the studies, provided some utility to the infor-

mation. The studies used simulation to analyze the systems

involved and to assist in the identification of study results.

Therefore, the studies and research were useful in determin-
ing an approach to the problem, the limitation of the scope
of the problem, and in the identification of possible Qata
sources. In general, however, the studies will not be

specifically cited in this thesis.

Queuing Theory

A queue is a waiting line of customers requiring
service from a service activity consisting of one or more
servers. A queue forms when demand for the service exceeds
the capacity of the service facility. Queuing models
involve the study of the trade-offs between the cost of ser-
vice and the cost of waiting for service with the maximiza-
tion of profit or minimization of cost as the two global
criteria (5:429-432). Queuing models may be used to iden-
tify system operating characteristics such as:

1. The probability the servers are idle.

16
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2. The probability that a specific number of cus-
tomers are in the systeﬁ.

3. The average number of units in the system.

4. The average number of units in the queues.

5. The average time a unit spends in the queue.

6. The percent of time an arriving unit will have
to wait (1:599).

Queuing theory is important to this research because MAP
operations are systems which employ servers to process trans-
actions, representing cargo, through the system.

A general representation of the queuing process is
shown in Figure 2-1. Units arrive from some population and
require service from a service facility. The service facil-
ity may contain no server (i.e., self-service), one, or a
multiple number of servers. The arriving customer joins a
queue, is served, and ultimately departs the system (5:429-
432). The system can be restricted or unrestricted. If
restricted, the length of the gqueue would be limited. If the
maximum length were reached, blocking would occur, meaning
customers could not proceed to other service facilities

until the queue length was reduced (25:40).

[ o~ —————— - ———-
1
]
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Figure 2-1
Queuing Process
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Five features of a queuing system must be identified
or specified before the system can be studied. The five
features include the arrival process, queue configuration,
queue discipline, service discipline, and the service facil-
ity. The arrival process could encompass the following con-
ditions:

1. The source of the customers could be from a
single or multiple population.

2. The source could be finite or infinite.

3. Arrivals could occur singularly or in bulk.

4. Control of arrivals could be partial, total, or
there could be no control at all.

5. Arriving units could be from a deterministic or
probabilistic generating process. Normally, if the control
of arrivals is possible, the generating process is determin-
istic.

6. The arrival process could be characterized by
independent or conditional arrivals depending on the state
of the system.

7. A stationary arrival process may or may not
exist. If the process is stationary, then the parameters
describing the arrival process remain constant. The usual
assumption of queuing theory is a stationary process (5:432-
434).

The next two features, queue configuration and queue

discipline, deal with waiting line conditions. Queue
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configuration defines the number of queues in the system,
their relationship to the servers, and spatial considera~
tions. For instance, a single queue could lead to a single
server or it could lead to multiple servers. Similarly,
multiple queues could lead to multiple servers. Addition-
ally, queues could physically be in one place or they could
be in separate locations. Finally, queues could be concep-
tual (telephone busy signal) and immediate rejection of cus-
tomers could occur if the servers are full. Thus, queue
configuration defines the attributes of the waiting lines
involved in a system. On the other hand, queue discipline
refers to the behavior of arriving customers and their queue
selection process. There are six possible actions a customer
could take:

1. Rejection - if the queue is full.

2. Balk - the failure to immediately join the queue.

3. Renege - join a queue and later leave before
service is provided.

4. Collusion - a state that occurs when the pro-
cessing of one customer results in the processing of other
customers waiting in the queue.

5. Jockey - move between queues.

6. Patience - the failure to exhibit any of fhe

preceding states.
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Thus, queue configuration describes the queue formation,
while queue discipline describes customer behavior (5:434-
435).

The next features, service discipline and service
facility, are related. Service discipline is the processing
policy established for the selection of customers, while
service facility relates to the design and operation of the
servers. Service disciplines can be classified into five
selection processes:

1. FIFO (FCFS) - selection by first-in, first-out,
or by first-come, first serve.

2. LIFO (LCFS) - selection by last-in, first-out.

3. SIRO - service in random order. Arriving cus-
tomers are not monitored or controlled upon arrival in the
queue; thus, any customer could be selected.

4. Round Robin Service - sequential service with
every unit in the system receiving some service such as that
provided by the time sharing computer.

5. Priority service - selection is based on prede-
fined attributes.

The service facility also has five design and operating
characteristics:

1. The facility may have none, one, or multiple
servers.

2. The servers could be in parallel, in series, or

both.

20




3.

The channels (servers) may be cooperative (help

if idle) or uncooperative.

4.

istic.

5.

Service times may be deterministic or probabil-

Service time parameters may be constant or depend

on the state of the system (5:435-437).

Queuing models are classified according to a system

devised by Kendall in 1953, refined by Lee in 1966, and again

by Taka in 1971. There are two classification schemes in

use, one of which is a shortened version of the other. The

first scheme takes the form:

(X/Y/2:0/V/W)

The components of the scheme are defined as follows:

X

¥ << o N o«

Arrival distribution

Service time distribution

Number of parallel servers

Service discipline

Maximum number of customers allowed in the system

Size of the population

The following codes are used to replace the arrival and

service time distribution components (X,Y):

M
G

Poisson or exponential distribution

General distribution (any)

GI General but independent distribution

D

Deterministic time
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The symbols Z, V, and W are replaced by the appropriate
numerical designation, while the symbol U would be replaced
by the appropriate service discipline (39:8-9). An alterna-
tive scheme is a shortened version of that already described.
This version takes the form: |

X/Y/Z
with the symbols defined as before. Other assumptions,
represented by the symbols U, V, and W in the previous model,
would be provided in the model description (5:438).

There are two methods used for the solution of prob-
lems dealing in queuing theory. Queuing problems can be
solved using analytical methods or computer simulation.
Analytical solution methods derive mathematical expressions
for the operating characteristics of the queuing system
under study. The expressions are then used to derive optimal
values for the dependent and independent variables. The com-
puter simulation method, on the other hand, attempts to use
the computer to reproduce the operation of the system (5:438-
440). Computer simulation will be discussed in detail in
the next section of the literature review; therefore, further
discussion will not be provided at this point.

An assessment of queuing theory identified both the
uses of the method and problems caused by the rapid growth
of the theory. It was found that the study of queuing theory

and systems is important for the following reasons:
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1. The output of one queue in a network is the
input of other quéues in the same queuing network. -

2. In a queuing system, all processes (arrival,
service, output) may not be observable; thus, one may wish
to deduce characteristics of a part of or the entire system.

3. The performance of a queuing system is frequently
specified in terms of its output.

It is also important to know how the system operates when
heavy loads are incurred (23:492). Conversely, rapid
developments in queuing theory have brought about problems.
First, the application of theory has lagged behind the state
of the art due to a communications gap between the applied
researchers and the theorists. Secondly, there has been an
indiscriminate use of M/M/c models without substantiating
assumptions which, in turn, may lead to a credibility gap.
Finally, there has been an absence of proper sampling, esti-
mation, and hypothesis testing methods which has made some

results questionable (5:463-464).

Modelling and Simulation Theory

System analysis encompasses many techniques useful
in the evaluation of complex systems. Operations research
and system analysis are said to be related because the
latter may include simulation and modelling techniques which
fall into the realm of operations research (28.134). This
section of the literature review will cover the functions,
types, characteristics, accuracy, advantages, and
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disadvantages of simulation modelling. Reitman said, ''the
representation of a system--the rules and relationships that
describe it--is defined as a model [26:7]." Simulation is
the process of designing models for use in experiments which
evaluate or analyze a system (30:2). Thus, in this litera-
ture review, simulation and modelling for simulation were
considered to be dependent on one another.

"The concept of representing some object, system, or
idea with a model is so general that it is difficult to
classify all the functions that models fulfill [30:5]."
However, authorities agree that modelling supports decision
making (3:8-9; 6:10; 11:304; 16:13; 21:139; 30:5-6). Further,
the use of a model to aid in problem identification is also
suggested by some authorities as the key instrument in
decision making (3:8-9; 26:8; 33:1031). Similarly, it is
also suggested that modelling's primary support lies in the
alternative selection process (6:10; 16:13; 21:139). A
second function suggested is that of prediction or forecast-
ing (3:9; 9:691; 26:8; 30:5-6). In particular, Fildes sug-
gests quantitative forecasting methods are gaining acceptance
as decision making instruments (9:691). Next, system com-
parison was cited as an important function of modelling and
simulation (3:12; 26:7-8; 30:6). System comparison may be
the most important function because the user can analyze the
system without impacting its operation or while the system

is still on paper (26:7). Training is also cited as a
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function of modelling and simulation. ''Models may be used
for training personnel to give them experience that may be
used to their advantage when placed on the job [3:9]."
Finally, as Shannon stated, "Properly done, model building
forces us to organize, evaluate, and examine the validity
of thoughts [30:6]."

Two basic methods were used to describe the types of
models and simulations available. Some authors used schemes
or levels to describe their simulation models, while other
authors defined their models based on the type of system
evaluated or the evaluation method used. For instance, two
extremes of modelling types were suggested to be operational
level models and policy level models. Operational level
models were defined as ones which concern themselves with
technological systems which exhibit relatively repetitive
behavior. Conversely, policy level models were character-
ized as ones which concern sociotechnical systems (systems
involving both social and technical characteristics) that
exhibit a diversity of behavior (12:304). Additionally,
Shannon suggests four classifications of simulation models.
He portrays these classifications as: static or dynamic,
deterministic (input or output certainty) or stochastic
(input or output uncertaintv), discrete or continuous, and
iconic (statute) or symbolic (30:7). Shannon further sug-
gests that a model could fall into many of these schemes at

the same time. For example, he shows how an airplane model,
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used in wind tunnel testing, is dyvnamic and iconic, while an

architectural model is static and iconic (30:8-9).

T POFaRRIN

As previously stated, model definitions may be based
on the system under evaluation or the evaluation method used. ' P
The extrapolative model is identified as one form of the I
forecasting model. It was then subdivided by method to

include trend curve analysis, smoothing, and Box-Jenkins

methods (9:694). Other model types are identified as physi-
cal, pictorial, mathematical, gaming, waiting line, and
critical path models (3:10; 30:8-10). Digman and Green com-
bine waiting line and critical path models into an approach
they label network analysis (6:10). Shannon sums up his
discussion of model types by stating,

In trying to model a complex system, the researcher
will usually resort to a combination of pure types just
discussed . . . . Most system studies will result in
several different models of the same system [30:10j.

The following list reflects the characteristics of

good simulation models:

1. Simple for the user to understand.

Goal or purpose directed.

2
3 Robust; the model does not give absurd answers.
4 Easy for the user to control and manipulate.
5. Complete on important issues.
6 Easily updated.
7 Simple in construction, but may become more
complex as the model grows.
Other authors, while agreeing with the preceding list,
26 1
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address other characteristics they feel are also important
(9:691; 12:304; 29:101; 30:22). For instance, Fildes adds
flexibility, ease of communications, and formality to the
list (9:691). Schruben suggests the most rewarding charac-
teristic is that of credibility. He states,

A more rewarding objective would be obtaining and
retaining credibility. Model credibility is reflected
by the willingness of persons to place decisions on the
information obtained from the model {29:101].

Stainton states, ''testing, evaluation, and implemen-
tation require full measures of constructive criticism, coop-
eration, and the will to see it (the project) through
{33:1035]." Konczal added, '"Managerial guidance is impor-
tant in . . . insuring the model is accurate [16:12]." Thus,
accuracy, or as Schruben suggests--credibility.--is an impor-
tant characteristic of simulation models (12:304; 33:1035;
15:14; 16:12; 29:101; 30:208). Certification of accuracy
was proposed to be a two step process consisting of verifi-
cation and validation. Verification was defined as the
determination of model logic, while validation was defined
as testing to ensure that the model agrees with the real
system (16:14).

The literature review found many authors who advo-
cate certification but differ on the means of accomplishing
the process (16:14; 29:101; 30:208). Schruben suggested
that a technician should handle verification while management
should handle validation (29:101). Konczal said management
should be involved in verification and validation (16:14).
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On the other hand, Shannon suggested the use of sensitivity
analysis to accomplish validation as a step after the tech-
nical and managerial involvement (30:236). Shannon wrote,
The mere fact that we have explored the sensitivity
of the model results to changes, errors, etc., will
help reassure the decision maker or ultimate user of
the thoroughness of our study and the validity of our
results [30:236].
Shannon states the greatest possible model validity
and accuracy is achieved by:
1. Using common sense and logic;
2. taking maximum advantage of the knowledge and
insight of those familiar with the system under study;
3. empirically testing, through statistical tech-
niques, the assumptions and hypothesis;
4. paying close attention to details and rechecking
all steps of the process;
5. using the technique of verification;
6. comparing the output of the model and the real
world whenever possible;
7. running field tests;
8. performing sensitivity analysis; and
9. carefully checking the predictions made by the
model (30:237).
Shannon sums up the accreditation process by stating, 'vali-

dation is a continuous process that takes place throughout

the modelling process ([30:218]."
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There are numerous advantages of simulation modelling.

Advantages breviously discussed as functions include: mod-
elling's decision-making assistance and support of the
planning process (3:8-9; 6:10; 16:13). Additionally, flexi-
bility is a key advantage. Reitman wrote,

Once a model is developed with a reasonably flexible
structure, then it can be quickly and cheaply varied to
include new wrinkles . . . . It makes for friendly
relations to be able to use the same model to evaluate
additional alternatives [26:9].

Modelling's theory building capability was suggested
as another advantage (33:1031). Simulation models also pro-
vide a means for the systematic analysis of the problems
confronting the manager (3:8; 6:10; 26:7; 30:ix). Further-
more, simulation techniques enable the manager to plan and
implement corrective action in a more timely manner and on
a more effective basis (3:8; 6:10; 14:1069; 16:12; 21:139;
26:7; 30:ix~x). Browne contends that models give the user
the time and material to explore the environment in a greater
depth (3:8), while Reitman adds,

The development of the model and the use of simula-
tion can give the system designer something no other
tool in his repertory can give - the feeling, insight,
and opportunity to operate and manipulate a system
plus a measure of insurance - while the system is still
on paper ([26:7].

Shannon summarized the importance of simulation modelling by
saying,

Simulation is one of the most powerful analysis tools
available to those responsible for the design and

operation of complex processes and systems . . It
allows the user to experiment with systems (real and
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proposed) where it would be impossible or impractical
otherwise [30:ix].

In contrast, the following disadvantages were
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expressed by authors writing about simulation and modelling.

o

Sauls states,

It becomes more important that the user realize the A
limitations of the technique. The adage, GIGO, garbage
in garbage out, is increasingly true as the procedure
becomes more general and complex [27:21].

It was suggested that as models become largér and more com-
plex they lose flexibility (14:1071), and they may act as a
filter for system characteristics which might not be easily
handled by mathematical treatment (33:1031). Additionally,
model and simulation development could be expensive and
imprecise results could be accepted as a result of the deci-
mal rounding process (30:13). However, Shannon concludes
his discussion of disadvantages by stating,
The development and use of simulation models are
still to a very large degree arts rather than sciences.
Thus, as with other arts, it is not so much the tech-

nique that determines success or failure, but rather
how the technique is used ([30:14].

Q-GERT

Q~GERT is a network modelling technigque and computer

analysis tool. GERT stands for Graphical Evaluation and

Review Technique and the Q is added to reflect that the

technique may be used to evaluate queuing systems. Q-GERT

..

networks are models of queuing systems. The systems were

described in preceding paragraphs and contain a customer, a

YN -
PRI |

gservice activity, a server or servers, and a service facility.
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The technique supports a system analysis technique which
has the following steps:

1. Separate the system into its key elements.

2 Analyze and describe the elements.

3. Build a network model of the system.

4 Use the network model and computer simulation to
evaluate system performance.
In short, a Q-GERT network is an analysis tool which repre-
sents a system and can be used to evaluate system performance
(25:vii-x). Q-GERT will be discussed in greater detail in

succeeding chapters of this thesis.

Prospective Data Sources

A review of available literature identified many
research studies and computer simulations involving aerial
port activities. As stated previously, the studies dealt
witl. strategic aerial port operations, facility evaluations,
or material handling equipment utilization and were, there-
fore, of limited use. However, utility was provided in three
areas. The studies suggested service time parameters,
modelling techniques, and prospective data sources for use
in the research conducted. Additionally, a review of the
MANFOR and associated UTCs for tactical aerial port opera-

tions identified other data sources.
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certification but differ on the means of accomplishing the
process (16:14; 29:101; 31:208). Schruben suggested that a
technician should handle verification while management should
handle validation (29:101). Konczal said management should be
involved in verification and validation (16:14). On the other
hand, Shannon suggested the use of sensitivity analysis to
accomplish validation as a step after the technical and
managerial involvement (31:236). Shannon wrote,

The mere fact that we have explored the sensitivity

of the model results to changes, errors, etc., will

help reassure the decision maker or ultimate user of

the thoroughness of our study and the validity of our

results [31:2361].

Shannon states the greatest possible model validity and
accuracy is achieved by:

a. Using common sense and logic,

b. taking maximum advantage of the knowledge and insight of
those familiar with the system under study,

. empirically testing, through statistical techniques, the
assumptions and hypothesis,

d. paying close attention to details and rechecking all
steps of the process

e. using the technique of verification,

f. comparing the output of the model and the real world
whenever possible,

g. running field tests,

h. performing sensitivity analysis, and,

i. carefully checking the predictions made by the model
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= (31:237).
t! Shannon sums up the accreditation process by stating;
. "validation is a continuous process that takes place throughout
the modelling process (31:218)".

There are numerous advantages of simulation modelling.
Advantages previously discussed as functions include:
modelling’s decision-making assistance and support of the

planning process (4:8-9; 6:10; 16:13). Additionally, flexibility

is a key advantage. Reitman wrote,

Once a model is developed with a reasonably flexible

structure, then it can be quickly and cheaply varied to

include new wrinkles....It makes for friendly relations

to be able to use the same model to evaluate additional

alternatives [26:91].

Modelling’s theory building capability, was suggested as
ancther advantage (33:1031). Simulation models also provide a
means for the systematic analysis of the problems confronting the
manager (4:8; 6:10; 26:7; 31:3ix). Furthermore, simulation

techniques enable the manager to plan and implement corrective

action in a more timely mannner and on a more effective basis

(4:83 6:10; 14:1069; 16:12; 21:139; 26:7; 3l:ix—-x%x). PBrowne
contends that models give the user the time and material to ‘;
explore the environment in greater depth (4:8), while Reitman

adds,

The development of the model and the use of
simulation can give the system designer something no

other tool in his repertory can give - the feeling, —j

insight, and opportunity to operate and manipulate a

. system plus a measure of insurance — while the system

is still on paper [26:71. >
Shannon summarized the importance of simulation modelling by ?%
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saying,
Simulation is one of the most powerful analysis tools
available to those responsible for the design and
operation of complex processes and systems....It allows
the user to experiment with systems (real and praoposed)
where it would be impossible or impractical otherwise
£31:ix1].
In contrast, the following disadvantages were expressed by
authors writing about simulation and modelling. Sauls states,
It becomes more important that the user realize the
limitations of the technique. The adage, GIG0, garbage
in garbage out, is increasingly true as the procedure
becomes more general and complex [27:211].
It was suggested that as models become larger and more complex
they lose flexibility (14:1071), and they may act as a filter for
system characteristics which might not be easily handled by
mathematical treatment (33:1031). Additionally, model and
simul ation development could be expensive and imprecise results
could be accepted as a result of the decimals rounding process
(31:13). However, Shannon concludes his discussion of
disadvantages by stating,
The development and use of simulation models are
still to a very large degree arts rather than
sciences, Thus, as with other arts, it is not so much

the technique that determines success or failure, but
rather how the technique is used [3I1:141].

@-GERT is a network modelling technique and computer
analysis tool. Gert stands for Graphical Evaluation and Review
Technique and the @ is added to reflect that the technique may be
used to evaluate queuing systems. Q@-GERT networks are¢ models of

queuing systems. The systems are described in preceeding
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g paragraphs and contain a customer, a service activity, a server
?: or servers, and a service facility. The technique supports a
four step system analysis techique which has the following steps:

a. Separate the system into its key elememts

b. Analyze and describe the elements

c. Build a network model of the system

d. Use the network model and computer simulation to
evaluate system performance.
In short, a G-GERT network is an analysis tool which represents
a system and can be used to evaluate system performance
{25:vii—x). GQ-GERT will be discussed in greater detail in
succeeding chapters of this thesis.

Prospective Data Sources

A review of available literature identified many research
studies and computer simulations involving aerial port
activities., However, as stated previously, the studies dealt
with strategic aerial port operations, facility evaluations or
material handling equipment utilization and were, therefore, of
limited use. As stated, utility was provided in three areas.
The studies suggested service time parameters, modelling
techniques, and prospective data sources for use in the research
conducted. Additionally, a review of the MANFOR and associated
UTC’s for tactical aerial port operations identified other data

sources.
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CHAPTER 3

MODEL FORMULATION, DATA PREPARATION, AND
VALIDATION

Introduction

Shannon prescribes eleven stages which encompass' the
simulation process: |
1. System definition
Model formulation
Data preparation
Model translation
Validation
Strategic planning
Tactiqal planning

Experimentation

© W0 N 00 o s W N

Interpretétion

Implementation

[
o

11. Documentation (30:23)
The stageswwere used to guide the development and conduct of
this research effort, and are now used to organize the
material in tpis chapter. Some of the stages, such as system
definitioan and model formulation, were compleﬁed and docg-
mented in Chapter 1., Other stages, such as data preparation,
were begun in Chapter 1, and will be fully explored in this

chapter. Additionally, the logic of the O-GERT networks

32

mre




o g g
Il. A
. . .

PR

will be discussed, the transformation of the network into

computer language will be documented, as will the pilot run

—y r(.w.v-] —

made to verify and validate the model. Finally, model vali-

dation will be discussed. Before a network can be developed,
however, a computer language must be chosen to insure the

compatibility of the language and the modelling efforts.

Language Selection

A comprehensive list of factors to be considered in
selecting a simulation language may be found in Shannon's

text, System Simulation, The Art and Science. Q-GERT was

chosen for this thesis for a number of reasons. First, the
language was taught as a part of the curriculum in the
Graduate Logistics Management Degree Program at the Air Force
Institute of Technology; thus, the text and experienced
personnel were available to assist in the resolution of
problems. Next, the language was convenient because it was

available on all three accessible computer systems. Addi-

tionally, Q-GERT was chosen because of the simplicity of

error diagnosis which facilitated model translation.

Finally, the Air Transportation staff, Military Airlift p?
Command, has access to the language and the means to repli-
cate or continue the analysis if desired. 1In general,
Q-GERT was readily available and easy to use which led to ;

its adoption as the simulation language.
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Network Analysis

The Q-GERT networks developed to facilitate model
translation are shown in Appendix C. Before discussing the
logic of the networks, however, the symbology used in‘network
preparation will be discussed.

Symbology. Appendix D reflects a summary of the
Q-GERT symbols used to develop the Q-GERT networks found in
Appendix C. Basically, a Q-GERT network is a graphical
representation of a system or process and the flow of the
transactions through the process (25:vii). For instance, in
this research, the terminal service operations are the pro-
cesses being represented by the network. Cargo and aircraft
flowing through the system are represented by the transac-
tions. The networks consist of branches, activities, nodes,
and transactions which are logically constructed so that a
system may be accurately represented. The passage of time
is represented in the network by a branch with the symbol
used to denote the activity or branch in the form of an
arrow (——>»). Another type of arrow, the pointer (-WM\/>),
is used to denote the entry or exit of a transaction into or
from the network, while the dashed arrow (=-—>>) is used to
denote the routing of transactions that balk from a queue
node, or the flow of transactions between queue nodes and
select nodes or allocate nodes (25:48). Service parameters
are reflected above the arrows, as are passage conditions,

if applicable. Appendix D contains a full explanation of
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the activity characteristics displayed above and below the

’c arrow. 0'4
.

The Q-GERT networks developed have nine basic types

L of nodes. A full definition of all nodes is provided in
ﬁ! Appendix D. In general, a source node generates transactions, E
transactions wait at queue nodes for a server, statistics

are collected at statistics nodes, and transactions exit

il througk sink nodes. A regular node receives and routes

& transactions through branching, which can be deterministic

:g or probabilistic, conditional-take first, or conditicnal-take
all. The latter types of branching require the transaction ﬂ
to meet a specified condition which is reflected above the
arrow representing the branch or activity (25:1-49).

Network ngic—Terminal Services Operations. The

network depicting the full terminal service operation is "]
provided in Figures C-1 through C-10. The network has been
broken into subnetworks; thus, each functional portion of
the network will be discussed separately.

Figure C-1 reflects the cargo generation and the 1
load sizing process. Sixty-six (66) transactions, repre-
senting cargo loads, are generated, subdivided by aircraft -
type, and further divided into their corresponding load com-

ponents. The branch from node 2 to node 3 reflects the

selection of fifty (50) Cl1l41 loads which consist of six (6)
pieces (1 pallet, 2 large rolling stock, 3 small rolling

stock) that represent a full aircraft load. Similarly, the
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branch from node 2 to 7 reflects the selection of C5 loads
and the subsequent generation of load components. Four types
of C5 loads are generated at node 8. First, transactions
representing four (4) loads of eight (8) UH-1H helicopters
are generated, followed by six (6) loads of twelve (12)

AH-1G helicopters, five (5) loads of thirteen (13) OH-58A
helicopters and one (1) load of 36 pallets representing
support equipment. Additionally, at the start of the simu-
lation, supervisors are allocated from the available personnel
resources representing the deployed UTC (Figure C-2) and

work schedule preparation is accomplished (Figure C-3).

The cargo generated is then routed through the portion
of the network representing the spot check of cargo weights
(Figure C-4). A 10 percent reweigh is simulated by the model
at node 27, requiring the allocation of two (2) personnel
resources per item weighed. Cargo not selected for reweigh
is routed to the inspection function (Figure C-5) as are
reweighed pieces. One (1) personnel resource per piece of
cargo inspected is allocated to perform the function. Pri-
oritizing of resource allocation and resource assignments
were used to limit the amount of resources available to the
inspection function. The model frustrates 10 percent of the
cargo inspected at node 36 and time is then taken to correct
the frustration deficiency prior to routing the cargo to
marshalling, as reflected by the branch eminating from node

36. The time required to correct the simulated discrepancies,
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as well as the time required to perform the inspection, are
" found in Tables 3-1 and 3-2.

After completion of cargo inspection, the cargo is
reassembled into aircraft loads. Figure C-6 represents the
marshalling of Cl141 loads while Figure C-7 represents the
marshalling of C5 loads. Two sets of equipment are allo-
cated to the C5 pallet load at node 54 so that the subse-
quent load setup may be accomplished.

The bottom portion of Figure C-8 models the load
setup function, while the top portion represents the air-
craft arrival process. During load setup, service time and
personnel resources are allocated with node 61 representing
setup loads awaiting aircraft arrivals. The aircraft
arrival process generates 50 transactions representing C141
aircraft and 16 transactions representing C5 aircraft. Upon
aircraft arrival (node 64), the aircraft waits for a parking
position (node 66). In the simulation model, as in the
actual system, parking positions are limited to the MOG
(maximum number of aircraft which may be parked concurrently
as specified by the UTC in use) to limit the number cf air-
craft being serviced. Node 68 represents the assembly of
aircraft and loads so that the aircraft upload process may
begin.

The process of preparing for the aircraft upload is
modelled in Figure C-9. Load teams are allocated (nodes 72

and 78) with the team size depending on the type of aircraft
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2 TABLE 3-1
:! Initial Independent Variable Levels
. (Constant)
Shift Length 12 Hrs
Workload:
Amount of Cargo 506 Pcs
No. of Aircraft 66
Ci141 50
C5 16
Aircraft Interarrival Rate
C141 1.167 Hrs
C5 4.250 Hrs
Maximum Service Rate (MOG) 3
Maximum Ground Time
Cl141 2.25 Hrs
CS (Pallets) 4.25 Hrs
C5 (Heli) 5.25 Hrs
Cargo Failure Rate 10%
u (hrs) 52 (hrs)
Cargo Deficiency Correction
Rate .20 .01
Aircraft Arrival to Block
Ci141 .25 .01
C5 .50 .02
Aircraft Block to Departure
Cl141 .33 .02
C5 .833 .02 _
Load Crew Break
Ci4l .361 .162 .
C5 .500 .278 ;
-
4
9
..
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TABLE 3-2
Initial Independent Variable Levels
(Controlled)
Personnel Resources 100
u s2

Cargo Weighing Service Rate (hr)

Pallets .094 .0002

Rolling Stock .117 .0010

Helicopters .150 .0004
Cargo Inspection Service Rate (hr)

Pallets .150 .0004

Rolling Stockg (nal) .100 .0004

Rolling Stock™ (al) .200 .0004
Load Setup Rate (hr)

C141 Load .633 .0170

C5 Pallet Load 1.083 .0100

CS Helicopter Load .75 .0240
Load Transport Rate (hr)

Cl41 Load .083 .004

C5 Pallet Load .150 .004

CS Helicopter Load .650 .020
Aircraft Upload Rate (hr)

Cl41 1.083 .0240

C5 2.917 .0450
Aircraft Download Rate (hr)

Cl41 .567 .0181

C5 1.250 .0104

Notes: a - nal, no accompanying load
b - al, accompanying load
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to be serviced. Equipment sets are allocated and loads are
transported (represented by the passage of time) to the
appropriate aircraft. Figure C-10 represents the model of
the aircraft loading process by aircraft type (Cl1l41, top;
C5, bottom) and the subsequent aircraft departure.

Network Logic-Ramp Operations. Ramp operationms,

depicted in Appendix C (Figures C-11 through C-14), are the
offload of aircraft like those generated in the terminal
service operations. The network is broken into four subnet-
works: aircraft generation and identification, aircraft
block-in and personnel utilization, equipment utilization
and download, and aircraft block-out and departure.

Figure C-11 represents the generation of 66 aircraft
(nodes 2 and 3) which are then split into either C5s or
Cl4ls. Branching from node 4 to node 5 identifies 50 air-
craft transactions as Cl41ls, while branching from node 4 to
node 6 identifies 16 CS5s. Once generated, the aircraft
transactions flow to 'await landing' queues (nodes 5 and 6).

Figure C-12 depicts aircraft landing, awaiting
parking (nodes 10 and 13), and aircraft block-in. As was
previously discussed, the number of aircraft permitted to
block-in is constrained by the MOG corresponding to the UTC
being simulated. Once the aircraft transactions are simu-
lated as blocked-in, they wait for the allocation of per-

sonnel and equipment resources before the download operation
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is initiated. Nodes 40 through 43 simulate personnel shift
changes.

Figure C-13 depicts the allocation of equipment and
the downloading of aircraft. Downloading times vary with
both the type of aircraft and the type of load. Five load
situations are modelled: Cl41s with mixed cargo, C5s with
either 8, 12, or 13 helicopters, and a C5 with pallets.

The appropriate parameters are shown in Tables 3-1 and 3-2.

Figure C-14 depicts the release of all resources
(personnel and equipment), aircraft block-out (nodes 32, 35,
and 37), taxi, and departure. As with the previous network,
this network may be easily modified to include changes to
the workload, flow, parameters, or the activities conducted.

Network Translation. The previously described net-

works were then used to develop the computer programs which
were needed to perform the actual simulation. Appendix E,
Figures E-1 and E-2, reflect the programs developed from the
networks, while Appendix F contains an explanation of the
program coding and terminology.

Appendix E provides the translation of the terminal
service operations unit deployment network and the transla-
tion of the ramp operations offload network. Both programs
were constructed by separating nodes from activities, para-
meters, and attribute assignments for ease in debugging and

tracing.
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It should be noted that the programs were developed
in module form to facilitate modifications of the programs.
For example, activities can be rerouted, work stations
added, workloads modified, service time parameters adjusted
and aircraft service times changed. This action was taken
to lend flexibility to the model and increase its ability to

model a variety of additional situations.

Data Preparation

Shannon suggests four steps in the model construction
phase. First, he suggests that the purpose be specified;
next, the components be identified; then the parameters and
variables associated with the components should be defined;
and finally, the functional relationships among the compo-
nents, parameters, and variables should be specified (30:58-
59). Since the model is now formulated and the components
identified, this section will identify the parameters and
variables associated with the comvonents.

Table 3-3 specifies the data needed to support the
initial sensitivity analysis and experimentation conducted
with the simulation models, and Table 3-4 identifies the
data required to support the post-experimentation sensitivity
analysis. The tables identify the nature of the data through
two major categories of classification: independent or
dependent variables. Shannon also suggests that independent
variables may contribute to the experiment in three ways:
they could be held constant, they could be allowed to vary
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TABLE 3-3

Data Requirements (Variables)

» o T Py
PRt

2
;g Independent Variables
Constant Controlled
Workload: Personnel Resources
Amount of Cargo Number of Aircraft Serviced
Number of Aircraft (MOG)
Shift Length _Cargo Weigh Rate
Aircraft Interarrival Rate Cargo Inspection Rate
Maximum Time in System Load Setup Rate
Cargg geficiency Correction Load Transport Rate
ate

Aircraft Upload Rate
Equipment Resources

Aircraft Download Rate
Aircraft Block-in Rate
Load Crew Break

Aircraft Block-out Rate

Dependent Variables

Personnel Resource Utilization
Cargo Marshalling Completion Time

Simulation Completion Time
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and become part of the experimental error, or the variables
could be measured and controlled (30:154). For this
research, the independent variables were held constant or
controlled and were not allowed to vary freely during exper-

imentation.

TABLE 3-4

Post-Experimentation Data Requirements
(Variables)

Independent Variables

Constant Controlled
All independent variables Workload:
shown in Table 3-3 that
are not shown under the Amount of Cargo
controlled variables in Number of Aircraft
this table.

Aircraft Interarrival Rate

Dependent Variables

Personnel Resource Utiliz:.. tion
Cargo Marshalling Completion Time

Simulation Completion Time

The model design and variable selection enables the
modeler to specify the levels for the variables. It should
be recognized that either of three types of data may be used
as variable levels. The data can be either empirical,

theoretical, or a mixture of both. Empirical data is actual
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data collected through the use of sampling techniques, while
theoretical data is an estimation of actual data using
theoretical distributions. The experimentation conducted
used theoretical data for a number of reasons. First, and
most importantly, empirical data was not available, as was
discussed in the limitations presented in the first chapter.
Next, theoretical data lends itself to experimentation and
enables the analyst to determine the sensitivity of the
model to the form of the probability distributions estimated
(30:28). Finally, Shannon suggests that theoretical data is
more computer efficient than empirical data (30:28).

Tables 3-1 and 3-2 reflect the initial levels of the vari-
ables selected for use in the sensitivity analysis and
experimentation. The initial levels for the post-
experimentation sensitivity analysis cannot be determined
until the initial experimentation is complete; therefore,

those variable levels were not identified at this point.

Model Validation

The validation process was divided into two phases.
First, technical validation was accomplished to insure the
computer programs were functioning properly and that trans-
actions were flowing .hrough the network as required. The
second phase, '"real-life'' validation, was used to verify
that the simulation accurately modelled real life situations.

The technical validation phase will be discussed first.
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Technical Validation. The technical validation

phase was divided into three steps. First, computer program

traces were accomplished to insure the program was causing

transactions to act as desired by the modelers. The trace
showed the attributes present, the simulation time, and the
location from which transactions entered the selected node.
The nodal trace also showed when the transactions departed
the node, the destination of the tramnsactions, and the
attributes present when the transactions were routed to the
succeeding node. Next, program logic was reviewed to insure
proper coding was accomplished and error conditions did not
exist. This action was accomplished using embedded Q-GERT
and FORTRAN error diagnosis techniques. Finally, the random
number streams were tested to insure that the random number
generators were producing the desired random deviates. This
step was accomplished using the Chi-square, Goodness of Fit

test, available in the Statistical Package for the Social

Sciences (SPSS), a prepackaged statistical analysis program.
Technical validation was accomplished by the
researchers The trace and error diagnosis showed, to the
satisfaction of the modelers, that the programs were properly
coded and that the transactions were flowing through the
networks as intended. Next, the analysis of the random
number streams tested the distribution of the random number
deviates used to generate activity durations as reflected by

the parameters embedded in the computer model (Table 3-5).
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The SPSS Chi-square analysis tested the null (Ho) hypothesis:

2(x-a)
(m-a)(b-a) for all x; a £ X < m
Ho: F(x) = £(x) =
2(b-x) .
(b-m)(b-a) for all x; m < X < b

SPSS generated a computed Chi-square (X2) value, based on
the expected value of the deviate as determined by the

researchers, which was compared to a table (critical) value.

TABLE 3-5

Random Number Distribution Generator
Test Results

Random Observed Critical
Number _ _ ] Parm 2 2 Reject
Stream Distribution Set X D.F X Ho
1 Triangular 1 7.607 ] 11.0705 No
2 Triangular 2 5.561 6 12.5916 No
3 Triangular 3 4.679 7 14.0671 No
4 Triangular 4 11.743 9 16.9190 No
6 Triangular 7 2.210 3 7.8147 No
8 Triangular 10 0.400 3 7.8147 No
9 Triangular 11 0.250 3 7.8147 No
10 Triangular 12 4.544 4 9.4877 No

Note: Random Number streams 5 and 7 provided by
Q-GERT were not used to generate variable values.

The decision rule used to '"reject'" or "fail to reject"

the null (Ho) hypothesis was:

If X2 2 2

2 « = .
obs > Xtab or 'xobs < Xtab for = ,05, then fail to

accept the null hypothesis (Ho) at the x=.05 significance .
level.

a1 |




Table 3-5 provides the results of the test of the number
streams in question. It should be noted that the researchers
failed to reject the null (Ho) hypothesis and therefore con-
cluded, at the ==.05 significance level, that the random
number streams were generated and distributed properly. The
researchers concluded that the models were technically valid
since the traces reflected accurate handling of transactions
and the Chi-square tests showed that the random number
streams were generated and distributed as desired.

"Real-Life" Validation. "Real-life'" validation was

accomplished to insure the simulation models accurately
reflected actual operations and concepts. Appendix G con-
tains a copy of a package prepared by the researchers and
forwarded to the DCS/Air Transportation, Plans and Resources
Division, Headquarters, MAC, for their evaluation of the
"real-life'" aspects of the simulation model. The Plans
Division is the office of primary responsibility for war
plans, systems, and mobile aerial port resources. Appendix G
also contains a partial copy of the reply from that office.
In short, the reply states, "Your terminal service model
substantially reflects actual deployment operations and the
concept of operations in current plans {7:1]." Based on the
reply received, and the actions taken by the researchers to
accomplish the minor changes suggested, the models were

determined to be valid and useful.
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Summary

This chapter provided a description of the simula-
tion networks and computer models designed to represent
terminal service and ramp operations. It also provided the
data requirements and initial parameters which were used to
perform a simulation pilot run for validation purposes. The
chapter reported that both a technical and ''real-life" vali-
dation were accomplished. The researchers validated the
technical aspects of the model and then the Air Transporta-
tion Staff performed the ''real-life'" validation. Both
validations found the computer models accurate and useful.
Subsequent chapters will discuss the experiment planning
phase (Chapter 4), the results of model sensitivity analysis
(Chapter 5), the development of the manpower models (Chapter
6), and finally, the researchers' conclusions and recommen-

dations (Chapter 7).
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CHAPTER 4

STRATEGIC/TACTICAL PLANNING

Introduction

Up to this point in the thesis effort, the authors
have described the research problem, objectives, and models
built to represent the systems involved. The research
problem, general background information, and outline of the
research objectives were introduced in Chapter 1. The cur-
rent literature on the subject and techniques used to achieve
the research objective were reviewed and discussed in Chap-
ter 2. In Chapter 3, we developed the Q-GERT networks for
the simulation models and detailed the data requirements.

The next step, experimental design, is discussed in this
chapter.

Since Shannon recommendel two kinds of planning,
strategic and tactical, for the experimental design process
(31:30), the authors describe the design process by first
presenting the strategic planning phase, followed by a sec-
tion on tactical planning. Also, in this chapter, specific
techniques such as sensitivity analysis, multiple regression,

and model building are further discussed.
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Strategic Planning

Shannon described strategic planning as the effort
of designing an experiment that yields the needed information
and tactical planning as dealing with the efficiency of the
model and the number of computer runs necessary to meet sta-
tistical criteria (30:30-31). The strategic planning phase
for determining experimental design was an important step in
learning more about the problem at hand. Specifically, this
phase allowed the researchers to gain additional information
and learn more about the real world system being studied
(30:30). As Shannon stated, two objectives of this phase
are:
(1) finding the combination of parameter values
that will optimize the response (dependent) variable
and/or
(2) explaining the relationship between the response
variable and the controllable (independent) factors in
the system [30:30].
Shannon's second objective for strategic planning
was directly applicable to this thesis, since the research
objective, as identified in Chapter 1, was tuv develop a mathe-
matical model which would accurately predict manpower utili-
zation based on its functional relationship with the inde-
pendent variables. The first step, then, was to examine the
research objective, in a general sense, in order to identify
parameter values and explain relationships between the depen-
dent variable and the independent variables. The parameters
(variables) and their values identified for this simulation

were outlined in Tables 3-1 and 3-2. To gain additional
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knowledge of the system and to explain the relationship

between the variables in the strategic planning phase, the

ey if"‘"“,.

authors used two techniques: (1) sensitivity analysis, and
(2) multiple regression.

Sensitivity Analysis. Sensitivity analysis is one

B C ki

of the most important phases of the modelling process.
During this phase, the values of the controllable variables

are systematically varied in order to determine how sensi-

tive the model is to changes (30:32). This step was par-
ticularly crucial since the authors' models relied upon
theoretical distributions and it was necessary to know how
much deviation the data could have without changing the out-
put (30:235). By knowing the sensitivity of the model, one
of two outcomes would exist. Either the model was not sen-
sitive to changes and it was not necessary to invest the
time to gain additional accuracy, or the model was highly
sensitive to changes and it was necessary to be aware of
external changes that could have an impact on the situation
(30:236).

Sensitivity analysis was conducted in two phases of

the experiment. The first phase, preexperimental sensitivity

analysis, was conducted prior to development of the manpower
model. During this phase, the authors chose to conduct a ) ;
full factorial design in order to accomplish the preexperi- L
mental sensitivity analysis. The second phase, post-

experimental sensitivity analysis, was conducted after the
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manpower models were developed in order to determine the
validity of the manpower models based on changes to the
constant independent variables.

After the preparation of the terminal service opera-
tions data needed for the full factorial design, the average
resource utilization (dependent variable) was analyzed for
sensitivity to various changes in the levels of the upload,
weigh, inspection, load setup, and load transport independent
variables. Additionally, a similar analysis was done for the
download rate used in the ramp operations model. SPSS
Analysis of Variance (ANOVA) tests were accomplished to
determine if there was any difference in the response of the
system. That is, the ANOVA was used to test a series of
main factor effects and interactions. A p-value computed by
the SPSS package was used to determine if the change in the
independent variable(s) had a significant effect on the
dependent variable. The rejection region for the null
hypothesis was that area where values of the computed F were
greater than tpe F statistic (18:477). Additionally, for
this test, the SPSS package automatically computed a signifi-
cant F value or p-value. When the null hypothesis is true,
the p-value is the probability of obtaining a value of the
test statistic (F value) which is equal to or more extreme
than its observed value. Since the value is found from the
probability distribution of the test statistic under the null

hypothesis, a p-value that is very small implies that a result
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so extreme, when the null hypothesis is true, occurs only
very rarely by chance alone (10:11-12). Since the researchers
considered anything smaller than .” 2 rare event, they
established alpha at .01 prior to cue test. For example, if
a main effect variable or interacting variable had a p-value
of .04, then the null hypothesis was accepted at the .01
alpha level. However, the researchers would reject the null
hypothesis at the .05 alpha level. Those variables, both
main effect and interacting, that were determined to cause
significant differences, that is, those variables that were
sensitive to value changes, were then considered for further
analysis.

Multiple Regression. The next step toward the

building of a manpower predictor model was the development

of a multiple regression model. A multiple regression model
has a number of desirable characteristics needed for develop-
ment of the manpower prediction model. First, the model is
used to determine the relationship between the dependent
variable and two or more independent variables. Second, a
multiple regression model may include higher order terms

such as X2 and X3. The addition of these terms enables the

incorporation of relationships beyond the simple linear form,
thus allowing the model to explain additional error. As

before, SPSS was used to perform the statistical analysis.

7

Several techniques exist in order to systematically ]

test variables and combinations of variables to determine if »
]

54 7




L T ———

they should be included in the multiple regression model.

Four of these techniques are: (1) forward (stepwise) inclu-
sion; (2) backward elimination; (3) stepwise solution; and
(4) combinatorial solution (22:345). The researchers used
the first of these techniques, forward (stepwise) inclusion,
since this was the only technique available on the SPSS
package accessed. With this technique, independent variables
are included in the model only if they meet certain inclu-
sion criteria. The variable that explains the greatest
amount of variance (largest squared partial correlation) in
the dependent variable is the first variable to enter the

equation. Successive variables are then entered into the

model by descending order based on their contribution to
explain the variance in the dependent variable. The process
continues until all combinations of the independent variables 2+
are either included in the model or are discarded due to
failure to meet the preestablished inclusion criteria (22:

.M

345). =

Tactical Planning

Tactical planning considered four important factors: i
(1) simulation start up conditions; (2) the number of levels

for each independent variable; (3) the number of repetitions

-, e e
s e e et

for all possible level variations; and (4) the required tests
to determine the relationship of the independent and depen-

dent variables.
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Start Up Conditions. The start up conditions for

Ju most simulations are a critical factor, since in most real -
world situations the activity being simulated rarely starts ;
at an empty and idle state. Therefore, it is usually neces- :
sary to allow the computer simulation model to run for some ;
period of time in order to work out the anomalies of system }
start up and reach a point of equilibrium from which the 3

}
researchers can start collecting data. This requirement ;
tends to make the model less efficient since the modeler is
using computer time and gaining no information from the
simulation during this initial time period. ;

Both the terminal service model and the ramp opera- 7

tions model reflected unique situations where the real life
activity actually started at an idle state. Therefore, no

computer time had to be used in order to reach a steady

state. Because of this aspect, the model is computer effi-

cient and data can be collected during the entire simulation.

In real life situations, the system is also empty; thus, the
simulation began with an empty system in order to mirror
the real life situation.

Factorial Design. The next step was to decide on

a2 22

the number of levels and amount of change at each level for
the controllable variables that were identified in Chapter 3

(Table 3-3). The variables, number of levels, the variable

S T

identifier, and the percentage increase or decrease for each

P P

is outlined in Table 4-1.
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TABLE 4-1

Variable Levels, Factorial Design

Variable Levels Identifier % Change

Upload Rate 3 UR1 Normal
UR2 -50%

UR3 +25%

Weigh Rate 2 WR1 Normal
WR2 +50%

Inspection Rate 2 IR1 Normal
IR2 +50%

Load Setup Rate 2 SR1 Normal
' SR2 +50%

Load Transport Rate 2 TR1 Normal
TR2 +50%

Download Rate 3 DR1 Normal
DR2 -50%

DR3 +25%

It was necessary to increase and decrease the upload
and download rates since a percentage change in either direc-
tion could have an impact on personnel resource utilization
(the dependent variable, ARU). It was decided to decrease
the value of these two variables by only 50 percent since any
further decreases would be unrealistic. The increase of
these two variables was held at 25 percent, since any further
increase would have caused the service time to exceed the
maximum ground time allowed for aircraft during a wartime

contingency situation, without allowing any other activities
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to be accomplished. For instance, a 50 percent increase in

the upload rate would have reflected 90 minutes for this J
activity alone. The 90 minutes, when coupled with the con-

stant service times for the remaining aircraft service

activities, would have caused the aircraft ground time to ;

exceed the maximum time prescribed by regulation (2).

Since the initial state of the remaining four con-
trollable variables was already at the minimum, it was neces-
sary to evaluate only one additional level. The additional
level was established as a 50 percent increase for each
variable.

The outline of the group cells (each possible alter-
native at the specified level for each factor) for the full
factorial experimental design pertaining to the terminal
service operations model is depicted in Figure 4-1. Figure
4-2 reflects the outline of the cells to account for all
variations of the experimental design for the ramp operations
model .

At this point, the experimental design required a
minimum of 48 computer runs for terminal service and three

(3) for ramp operations to provide a single sample for each

cell. However, a single sample for each variation would not
be adequate since the design would only be able to detect
very large shifts in the parameters and a sizable risk would
be assumed when estimating the variability. Therefore, it

was necessary to establish a larger sample size for each cell.
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DR1 DR2 DR3
INITIAL 50% 25%
VALUE DECREASE INCREASE

Figure 4-2

Ramp Operations, Full Factorial Design

The sample size can be determined either independently
of the operation of the model or during the operation of the
model. The authors chose the former approach. Shannon sug-
gests that, as a general rule of thumb, the sample size should
reflect no less than ten (10) degrees of freedom for the
error term (30:164). Since 48 degrees of freedom (d.f.) are
lost through main effects and interactions in the terminal
service experihental design, a sample size of five (5) at
each variation left at least ten (10) degrees of freedom in
the error term. For the ramp operations experimental
design, sample sizes of ten (10) at each level met Shannon's
rule of thumb.

Statistical Analysis. Once the data points were

collected, a SPSS ANOVA test was conducted to determine if
differences in the means of the dependent variable were

caused by changes in the independent variables. The same
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test was used to group the means and determine the effect

t! that the changes of the individual independent variables
A (main effect and interacting) had on the dependent variable.
;Z These tests were conducted at the alpha = .01 significance

E level.

tionship of all variables to the dependent variable and to

Analysis was then conducted to determine the rela-

establish models which represent the influence of the selected
independent variables on the dependent variable. 1In all
cases, the interactions of variables were checked to deter-
mine the interaction effect. The null hypothesis (HO) and
alternate hypothesis (Ha):

Ho: Bi = 0, for all Bi

Ha: At least one Bi #0

where i = 1 through k

were tested to determine the utility of the overall model.

The test statistic was computed using the F statistic

supplied by the SPSS computer printout. The researchers

failed to accept the null hypothesis if: ‘

F > Fa k,n-(k+1) ~

L

where F_ K, n-(k+1) are values derived from the appropriate ~ 7

F table.

w !

Summary -

This chapter focused on the strategic and tactical '
planning phases of the experimental design. In the strategic

o
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planning phase, the emphasis was on designing an experiment
that would yield the needed information. The tactical
planning phase concentrated on specific techniques to
accomplish the experiment and dealt with the efficiency of

the experiment. Additionally, the specific techniques of

sensitivity analysis and multiple regression were discussed.

The next chapter (Chapter 5) contains the results of model
sensitivity analysis, while Chapter 6 deals with the formu-

lation of the manpower model.
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! CHAPTER 5
L: . SENSITIVITY ANALYSIS

E Introduction

In previous chapters, the systems under study were
defined and models were developed which described the sys-
tems. Additionally, the data requirements were identified

and computer simulation models developed which accurately

portrayed the operations being studied. This chapter pro-
vides the analysis of the results of model manipulations to
determine the relationship between the dependent variable,
average personnel resources used (ARU), and the independent
variables which were previously described. Additionally,
the sensitivity of the dependent variable to changes in the

independent variables will be analyzed.

Sensitivity Analysis--Terminal Services Model

The sensitivity analysis of the terminal service

model was undertaken in three steps. First, an analysis of

variance (ANOVA) was conducted to determine those variables
and/or interactions of variables which had a significant
effect on the dependent variable (average personnel resources ?}
used). Next, the results of the ANOVA were plotted to deter- :<
mine the effects of interactions found to be significant.

Finally, a oneway ANOVA was accomplished with one of the
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interacting variables held at a constant level to determine
if the effect of the other interacting variable caused sig-
nificant changes in the dependent variable. Table 5-1
reflects the levels of the independent variables studied
and the resultant dependent variable group means. Figure

5-1 depicts the interpretation of the tables.

Group
Number

Group
Mean

Sample
Size

Figure 5-1

Interpretation Key for Tables 5-1 and 5-5

ANOVA. An ANOVA test was conducted to determine the
significant independent variables and interactions which
affected the dependent variable. Five levels of interaction
were checked with the results shown in Table 5-2. It was
found that all levels of interactions tested had a signifi-
cant effect on ARU at the alpha = .05 significance level.

However, at the alpha = .01 significance level, only a few

interactions through the third level were significant. Thus,

the researchers included only those significant variables
through the three-way interaction level in the proposed

model.
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TABLE 5-

2

Summary of Significant Interaction Levels

|

Interaction Computed Significant
Level F (p-value)
Main Effects Only 198.558 Yes (0.00)
2 Way 1807.789 Yes (0.00)
1 3 Way 1509.480 Yes (0.00)
% 4 Way 1412.718 No (0.02)

alpha = .01 significance level.

TABLE 5-

3

The initial ANOVA tests were screened
plished to include the levels of interactiomns

determine if any variables or combinations of

Summary of Significant Variable/Interactions

and reaccom-
selected to
variables could
be excluded from the analysis because they had no significant
effect on ARU. Appendix H provides a detailed breakdown of
the findings. Table 5-3 summarizes those variables and inter-

actions found to have a significant effect on ARU at the

Variable/Interaction Computed F p-Value
UR 380.987 0.00
IR 206.956 0.00
TR 13.783 0.00
SR 6.017 0.01
UR, IR Interaction 2266 .088 0.00
UR, TR Interaction 31.321 0.00
IR, TR Interaction 40.465 0.00
UR, IR, TR Interaction 24.024 0.00
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The means of ARU at the various levels of the inde-
pendent variables were plotted to identify relationships
which might be of interest to managers controlling the system
under study. Figures 5-2 and 5-3 reflect the results of
the plots. The left portion of Figure 5-2 represents the
relationship of the interaction of the upload rate (UR) and
inspection rate (IR). It should be noted that level 1 of
UR represents the initial theoretical level, while level 2
is a decrease in the rate and level 3 is an increase in the
rate. The relationship reflects that an increase in the
upload rate, coupled with an increase in the inspection rate,
will cause an increase in the average resources used, while
a decrease in both will decrease ARU. The graph on the
right hand side .of the figure reflects the same for UR and
the transport rate (TR). Finally, Figure 5-3 reflects the
interaction of the inspection rate (IR) and the transport
rate (TR). The relationship shows that as both the inspec-
tion and transport rates increase, the average resources
used will also increase.

Threeway interactions were not plotted because of
the complexity of a three dimensional response surface. It
should be noted that questions remain to be answered. For
instance, what is the effect of further changes in the inde-
pendent variables? This question was left for further study

because of the limited resources available to researchers.

67

Fopre

JPEPUEPY luul bvicacad




ﬂl«.- I P ——— Ay o o P s e - BRI i an s s v T —-— !lWJ
d b

s 1
. ..J
o

—H u
s HL-4n pu® YI-4Yn °‘sSAIYsSuoOr}e[ay uUOTIOBIIIUY u
Z-G¢ aandrg “

an € 4 T in € 4 1 _;

i ' ) ' (] [] 4

K 1 _

A

9T - 9T

68

v
nay

I




18-
IR

IRl

174

ARU

A\—

1 2 TR

Figure 5-3

Interaction Relationship, TR-IR

Oneway ANOVA. A oneway analysis of variance and

Duncan's Multiple Range test were conducted to determine the
statistical significance (alpha = .05) of the interactions
on the dependent variable while keeping one of the indepen-
dent variables constant. Table 5-4 summarizes the signifi-
cant results of those tests of interactions given that one
variable was held constant while the other was allowed to
vary. Relating the results to Figures 5-2 and 5-3, one can
see how the interpretation of the graphs were statistically
validated. Additionally, Duncan's Multiple Range Analysis
showed that a decrease in the uploadirate resulted in a
decrease in ARU, while an increase resulted in an increase

in ARU.
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TABLE 5-4

Summary of Significant Interactions

Constant Interacting Significance
Level Variable F of Change

URL IR 76.296 0.0000
URZ IR 14.192 0.0003 1
UR3 IR 2392.681 0.0000 4
UR1 TR 40.112 0.0000
IR1 TR 5.420 0.0216 i

Sensitivity Analysis--Ramp Operations Model

The sensitivity analysis of the ramp operations
model variables was undertaken in two steps. First, a oneway é
ANOVA was conducted to determine the significance of the
effect of various levels of the independent variable, down-
load rate (DR), on the dependent variable, average personnel
resources used (ARU). Table 5-5 reflects the group means of .]
ARU at the various levels of DR. A oneway ANOVA was an
appropriate first test since there were no interactions to F
consider. It was found that the variable DR affected ARU ]
significantly since the computed F equaled 45863.41 with a ;
p-value of 0.00. The group means are plotted in Figure 5-4 ;
to graphically illustrate the effects of the download rate 1

on average resource utilization.

Py S RS

From a management viewpoint, it can be concluded that
control over the download rate can greatly affect the average .

personnel resources required as might be assumed by the
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Factorial Design Data Table, Ramp Operations

DR

DR

1 2
1 2
8.098 4.112
10 10
INITIAL 50%
VALUE

10.139

10

25%
INCREASE

DECREASE .

practitioner. A Duncan's Multiple Range test at the alpha =
.05 significance level verified this and indicated that man-
agement should attempt to reduce the aircraft download rate

in order to reduce manpower requirements.

10+

ARU

4 . .
1 2 3 DR

Figure 5-4
Variable Effect:., Ramp Operations
71
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Summary

This chapter analyzed the terminal services model to

determine the sensitivity of the dependent variable (average
personnel resources used) to changes in the five independent
variables. Additionally, the ramp operations model was
analyzed to determine the sensitivity of ARU to changes in
the download rate. Next, ANOVA tests were used to determine
the significance of the independent variables and, in the
case of the terminal services model, to determine significant
variable interactions which affected the average personnel
resources used. Finally, relationships of the variables

were analyzed from the management viewpoint and proven

through statistical testing.

Next, the simulation models were used to prepare new

y
data for use in regression analysis. This technique, used 7
to prepare and justify the manpower predictor models, is ~]
fully discussed in Chapter 6. ;
-
g
y
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CHAPTER 6

MANPOWER MODEL DEVELOPMENT

Introduction

In previous chapters, simulation models were
designed, validated, analyzed, and ANOVA tests were used to
determine significant relationships between the dependent
variable and the independent variables. This chapter
describes how the simulation models were used to provide
data so that the form of the manpower models might be hypoth-
esized and validated.

The prime tools for the development of the final man-
power models were the multiple regression analysis program
that was available on the SPSS package and AFIT's MULREG
(MULtiple REGression) package. The building of a model
through the use of regression techniques is a six step pro-
cess. The process includes: (1) hypothesize the model
form; (2) develop data; (3) estimate model parameters;

(4) check for model utility and abnormalities; (5) estimate
the random error component (E) of the final model; and

(6) test the model selected. Since the development of each
model required different degrees of analysis, each is dis-

cussed separately.
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Terminal Services Manpower Model

Initial Model Selection. Based on the statistical

tests conducted and the conclusions drawn by the researchers,
the variables and interactions reflected in Table 5-5 of the
previous chapter were selected for initial inclusion in the
hypothesized manpower predictor model. Additionally, the
variable, missions requiring concurrent servicing (MRCS),
was added to the hypothesized model since it was used to
vary the degree of workload intensity. The question at this
point concerned the level of the model to be considered.
For example, should the ianitial model be a Pth order poly-
nomial plus interactions taking the form:

Y = By + ByX; + BoXy + BoX;X, + B,X> +

p-1 p
+ By qXp-1 t BiXp

or should the model be a linear model of the form:

Y=B, +B X1 + BZX + B.X X

0 1 2 37172

To answer this question, scattergrams were constructed to
determine the shape of the model's response surfaces.

McClave and Benson noted that a linear model has a straight
line response surface while a higher order polynomial will
contain curvature (18:380-387). Since all but one scatter-
gram appeared to reflect a curved response surface, a second
order polynomial was determined to be the logical starting
point for the model development. It was noted, however, that

the scattergram comparing MRCS with ARU showed a linear
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relationship; therefore, MRCS was evaluated at the first
order. As stated in Chapter 4, multiple regression tech-
niques were used to develop the final model. Thus, the
proposed manpower predictor model took the initial form:

ARU

B0 + BlUR + BZIR + B3TR + B4SR + Bs(UR)(IR)

+ B6(UR)(TR) + B7(IR)(TR) + B8(UR)(IR)(TR)

2 2 2

2
9UR + BlOIR

+ B + BllTR + BIZSR + BlsMRCS + E

where,

w
]

0 Y intercept of the line

o
(]

i coefficients of the respective variables or

interactions which must be estimated 1

E = random error component

Data Development. Before the model could be devel-. 5
oped, the data had to be gathered in an appropriate sample ;
size, which the researchers determined using Tchebycheff's 1
theorem. The theorem says that if the researchers are l
unwilling to assume normality of the dependent variable out- :
put, then the sample size may be computed based on the ;
Central Limit Theorem, the desired alpha level, and the i
desired size of tﬁe confidence interval about the dependent g

PP |

variable mean value (30:189-190). The researchers used an
alpha equal to .05 and arbitrarily selected ¢/4 as the
desired width of the confidence interval about the dependent
variable mean. These values were chosen to insure sufficient

computer resources were available for data preparation.
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Based on the values selected, Shannon shows that 320 data
points would be the required sample size (30:190).

The data samples were prepared using the terminal
service simulation model previously developed and validated.
Simulation model parameters were allowed to vary subject to
the total aircraft ground time constraints. The number of
missions requiring concurrent servicing (MRCS) and the air-
craft interarrival time parameters were also varied to insure
the data covered a wide range of workload intensity. Spe-
cifically, MRCS was varied from level one (one mission/
scheduled ground time) to ten (ten missions/scheduled ground
time), and 32 samples were drawn at each level to provide
the required 320 data points.

Model Parameter Estimation. The SPSS multiple

regression package available on the AFIT Harris computer
system was used to make the initial parameter estimates

shown in Table 6-1, If a variable was not included in the
table, SPSS reflected that the Bi for the variable had a
value approximately equal to zero and, therefore, the variable
was not useful in the developed model. Based on the multiple
regression techniques, the model form changed to:

2

ARU = B, + B.MRCS + B,IR + B,SR

0 1 9 3 + B,TR + B.UR

4 5
+ BS(UR)(TR) + E
with the Bi's having the values found in Table 6-1.
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TABLE 6-1

Terminal Service Manpower Model Estimates

e —

—

Variable Bi Estimate of Bi
MRCS 1 3.3488
IR 2 -265.3267
sr? 3 4.0147
TR 4 -949.0579
UR 5 -167.4501
(UR)(TR) 6 673.3414
Constant 0 1306.7394

Test for Utility and Abnormalities.

A test of model

utility is the determination of the usefulness of the model

as a predictor of the dependent variable.

A test for abnor-

malities is an analysis of results to determine if the model

is accurate and a determination of the circumstances under

which a prediction may be

In testing for model utility,

made.

the null (HO) and alternate (Ha) hypothesis:

o]

a

The test value, Fcomputed

H : B, = 32 = B3 .
H_: At least one Bi #0

= B

i

=0

the researchers tested

, was determined by the SPSS pack-

age and was compared to the appropriate tabular F or

Fcritical‘

and conclude that the model was useful if F

Fcritical (20:408).
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The utility of the initial model was
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analyzed using F = 2,21 (a=.05; k=6, n-(k+1)=313

critical

degrees of freedom) and F = 4561.0789. Since the

computed
computed F was greater than the critical F, the researchers

failed to accept the null hypothesis and concluded that the
nodel had utility at an alpha = .05 significance level. f
The regression analysis was reaccomplished using various

levels of MRCS and the technique of forcing the independent

variables not previously selected into the model. Table 6-2

T

is a comparison of selected results from the analysis. The
first model developed continued to achieve the lowest Mean
Square Error (MSE), the highest values for the coefficient
of determination (R2) and the adjusted R2, as well as the
highest computed F. Since all models tested would have 53
been accepted as having utility, the MSE, Rz, and adjusted g

R2 became the important statistics for final model selection. 7

TABLE 6-2

Summary of Selected Terminal Service i
Manpower Models Tested &

Adj. F ;
R? Computed Critical ;;
MRCS, IR, SR2, TR, -1
UR, (UR) (TR) .8113 .993 .993 4561.0789  2.21 5
MRCS, IR2,SR2,TR2,
UR2, (UR) (TR) .8566 .993 .992 4088.1771  2.21 .
MRCS, IR, SR, TR, v
UR, (UR) (TR) .8558  ,992  .992 4095.2272  2.21 -

Model MSE R
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The MSE is important because it reflects the estimated

variance (02) for the model which the researchers should

minimize. The R2 is a measure of the degree of fit between
the model and the data analyzed. For example, R2 = 0 would
reflect a complete lack of model fit, while R2 = 1 would

show a perfect fit; thus, the higher the Rz, the better the

model fit (18:342-350). Since the first model tested
achieved the smallest variance and the best R2 values

(R2 = 0.993), which indicated an almost perfect fit, the
first model developed was selected as the manpower predictor
model .

A model could have any of four abnormalities which
could affect its power of prediction. There could be (1) an
insufficient number of data point, (2) multicollinearity,
(3) a narrow prediction window, or (4) autocorrelation
errors (18:417-420). A review of the selected model results
found no evident abnormalities. The sample size was large
enough to insure that enough data points were available for
analysis. Next, an analysis of correlation coefficients for
twoway interactions did not reflect any correlated indepen-
dent variables and predictions were projected to be accurate
if MRCS was less than ten (10). The possibility of auto-
correlation was dismissed since time series data was not
used. Thus, the researchers concluded that the model was
useful in predicting values for the dependent variable (ARU)

within the appropriate prediction window. The final
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selected model took the form:

2

ARU = BO + 81MRCS + leR + BssR + B,TR + B_.UR

4 S
+ Bs(UR)(TR) + E

with the estimated parameters for the Bi's as shown in
Table 6-1.

Random Error Component Evaluation. After selection

of the model, a number of assumptions concerning the model's
random error component (E) were evaluated. The data used to
evaluate the component were those residual values left
during the "fit" of the regression model. Regression assumes
that the error component is normally distributed with a mean
of zero and a constant variance. To test the assumptions,
the Kolmogrov-Smirnov Goodness of Fit Test (K-S Test) was
used. The test showed that the residuals formed were
normally distributed about a mean of zero and a standard
deviation of 0.996. The researchers then concluded that the
model met the appropriate error term assumptions.

Model Acceptance. The test of model utility and

search for model abnormalities indicated that the model was
a good predictor of the dependent variable. A review of the
random error component found that the assumptions necessary
to use regression were met. Therefore, the model was
accepted as the appropriate manpower predictor model. The
final form of the model accepted was:

ARU = 306.7394 + 3.3488(MRCS) - 265.3267(IR) + 4.0147(SR2)

- 949.0579(TR) - 167.4501(UR) + 673.3414(UR)(TR)
80
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It should be noted, however, that the model is only good
over a limited range of the independent variables, a point
discussed later in this chapter. Additionally, the model
predicts the aggregate manpower requirements to support a

12 hour shift; thus, model results must be doubled to deter-
mine the requirements per day. Finally, a single point pre-
diction is not recommended. Instead, it is suggested that
users compute a prediction interval for the desired alpha

level, a technique also elaborated on later in the thesis.

Ramp Operations Manpower Model

The development of the ramp operations manpower model
followed the same steps that were used for the terminal
service manpcwer model. Tchebycheff's Theorem was again used
to determine the required samble size; however, a confidence
interval of o/2 with an alpha level of .05 was selected.

This reduced the required sample size for this model to 80.
The ramp operations simulation model was used to prepare
data for the regression analysis. Samples . were drawn which
represented five levels of workload intensity (MRCS = 1 to §)
at a wide range of service parameters subject only to the
simulation ground time constraints.

Initial parameter estimation was accomplished using
the following model which was hypothesized by using the data
that was developed in the previous chapter and the variable
MRCS:

ARU = Bo + BlDR + BzMRCS
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Results of the regression and model "fit" are shown in

Table 6-3.
TABLE 6-3
Ramp Operations Model Test Data
Adj
2 2 F
Model MSE R R Computed Critical
ARU=BO+BlDR
+BZMRCS .129 .989 .988 8421.5 3.92

The model,

ARU = BO + BlDR + BZMRCS

had a computed F (8421.5271) that was greater than the tabu-
lar F (3.92) which indicated that the model had utility and
was, therefore, a good predictor of the dependent variable.

The next steps were to check for abnormalities and
analyze the random error term. A review of available data
found no problems; however, the prediction window includes
only those values of MRCS which are less than or equal to 5.
A K-S test was used to determine the characteristics of the
random error component. Again, the residuals were found to
approximate a normal population with a mean equal to zero
at the alpha = .05 significance level.

The final model form, then, is:

ARU = -3.5066 + 2.336(MRCS) + 2.392(DR)

This model is also subject to constraints as was the terminal
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service model. First, prediction intervals should be formed
in lieu of point predictions. Next, the prediction window
should not exceed an MRCS > 5. Finally, the model is a pre-
dictor by shift; thus, values obtained must be doubled to

determine manpower requirements per day.

Manpower Model Analysis

The manpower models developed were analyzed to deter-
mine their accuracy and the individual ranges within which
the models were accurate. The accuracy was determined
through the construction of prediction intervals and the
comparison of the intervals to the appropriate UTC sizings
developed by the Military Airlift Command. Individual
variable ranges were developed so that the user could insure
that the data to be evaluated was within the predictive
capability of the model.

Predictive Capability. Table 6-4 compares the man-

power model predictions to the unit sizing made by the MAC
developed UTCs for the terminal services manpower model. It
is apparent that at low levels of MRCS (1 to 3) the predic-
tions are relatively close to the manning figures obtained
from appropriate UTCs. However, it can be seen that at an
MRCS greater than three, the terminal service manpower model
generates predictions much lower than the UTCs. An analysis
of the differences found that the simulation model kept
areas (not specifically modelled) other than inspection,
setup, and load teams at a constant value, while the UTCs
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TABLE 6-4

Terminal Service Model Prediction Comparisons

UTC Requirement Manpower Model
MRCS per Shift Prediction per Shift
1 122 14.3913 - 17.7321
2 20 17.7442 - 21.0768
3 28°¢ 21.3634 - 24.1551
4 34 24.7140 - 27.5021
5 48 28.0637 - 30.8498
6 56 31.4127 - 34.1985
7 64 34.7607 - 37.5479
8 72 38.1080 - 40.8982
9 81 41.4544 - 44.2493
3Includes UTCs UFBJA(3), UFBBR(5), UFBMA(3), UFBQ1(1)
brncludes UTCs UFBJA(3), UFBBS(10), UFBMC(4),
UFBQ3( 3) ’
®Includes UTCs UFBJA(3), UFBBT(15), UFBMB(6),
UFBQ4(4)

9Includes UTCs UFBJA(3), UFBBU(20), UFBMD(S8),
UFBQS5(5) I
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appeared to gradually increase the size of *hese functions.

gatgs g2

The same problem was observed in an analysis of the ramp ﬁ
operations manpower model predictions (Table 6-5). However,
in this case, all areas were considered and modelled;
therefore, it was determined that service rates may not be
appropriate for the model developed or there were insuffi-
cient data points considered. The authors concluded that
the predictive ability of the ramp operations model was

suspect.

TABLE 6-5

Ramp Operations Model Prediction Comparisons f

UTC Requirement Manpoﬁer Model
MRCS per Shift Prediction per Shift

0.254 p
0.254
0.254 R
0.254 g

5 : 3.015
10 5.351
15 7.689
20 8.665

+ + +

oW N

H

Further analysis was conducted in order to account
for the apparent underpredictions of the research model at ;
higher levels of MRCS. The research models developed pre- 'i
dictions for each higher level of MRCS independent of pre-
vious, lower level MRCS predictions. On the other hand,
MAC UTCs are developed based on a building block approach. p
For example, to determine the UTC requirement for an MRCS

of 5, the UTC requirement for an MRCS of 4 would be added to

85 3

C
Py

A . . __ i

““““ A TP VAU G O P S W G LA - I S U W L P 2Bt v P




n;.'.,:"‘.‘l' '

—y —p -
A 4 . 5 PRt
N v . 5ot PRI .
. NPT v

‘e

T YT
R B ;
i N

W e e

AAhr s B o ey
AMOSS A SN —

P t . 4 . Gy
oo . F— - Bt

a UTC requirement for an MRCS of 1. When the MAC building
block concept was used in conjunction with the terminal
service research model, the model manpower predictions were
much closer to the MAC UTCs for all levels of MRCS. To
illustrate the finding, comparative results for the terminal
service model are displayed in Table 6-6. As shown in
Table 6-6, the research model manpower predictions were
close to the UTC requirements and it was concluded that the
manpower models were accurate if a building block approach

was used.

TABLE 6-6

Terminal Service Manpower Model
Prediction Comparison (Building Block Approach)

UTC Requirement Manpower Model
MRCS per Shift Prediction per Shift

1 12 14.39 - 17.73
2 20 17.74 - 21.08
3 28 21,36 - 24.16
4 36 35.75 - 41.89
5 48 50.14 - 59.62
6 56 63.49 - 62.97
7 64 57.11 - 66.05
8 72 71.50 - 83.78
9 81 85.89 - 101.51

It should be noted that accuracy of the research
models was measured against MAC UTCs which were assumed to

be accurate. The research models underpredicted when
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compared to MAC UTC manpower requirements at higher levels
of MRCS. It was shown that model prediction accuracy could
be forced by using a building block approach rather than
independent prediction at each level of MRCS. However,
this procedure raises an important question and gets at the
main contribution of our research. It may be that the
building block approach is inappropriate--that adding UTCs
together to obtain higher UTC requirements for higher levels
of MRCS overstates the actual manpower required. For
example, if 36 personnel are required for an MRCS of 4,
somewhat less than 12 additional personnel (that amount
required for an MRCS of 1) are required for an MRCS of 5.
The research model answers the question, how many personnel
are required for an MRCS of 5, independeﬁtly of how many
personnel are required for a MRCS of 4 or 1 and, thus, may
better reflect the actual relationships.

Range Analysis. Table 6-7 reflects the means and

standard deviations for the individual ranges of the inde-
pendent variables for which the models are accurate. If
during predictions of requirements, data is used in which
the mean of the data falls outside the ranges shown, the
means reflected should not be used as data may be outside
the model prediction window. If the data is within the
prediction window, then the following simplified models may

be used:
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Terminal Services

ARU = 13.0536 + 3.3488(MRCS)

Ramp Operations

ARU = 0.679 + 2.336(MRCS)

TABLE 6-7

Summary of Terminal Service Model
Activity Service Time Ranges

Service Time (% hr/min)

]

Activity Mean Standard Dev. ;

r

Cargo Inspection .2354/14.12 .0022/0.132 P
Transport Load .2549/15.29 .0132/0.792
Upload Aircraft 1.4695/88.17 .1236/7.416 1
Setup Load 1.1597/69.58 .0458/2.740 3
(UR)(TR) Interaction .3774/NA NA

In the case of each model, the constant was computed by per-

o mee e

forming the mathematical computations required in the expanded
model (not to include MRCS). The prediction intervals for Kk

the ramp operations model were computed as follows:

'

ARU * 0.254, where 0.254 = tc/ , N=2 (MSE)
2

The development of intervals for the terminal service model

PO W VVPREPRETY

was more complex and involved vector mathematics. Therefore,
the authors used MULREG (MULtiple REGression) which was
available on the AFIT computer systems to develop the inter- p

vals. Table 6-4 reflects the results.
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Summar

Manpower predictor models were developed which, under
some circumstances, reflected manpower requirements as spe-
cified in current UTCs. The terminal service model was
found to be appropriate only within specified ranges as
shown in Table 6-7. Further, the terminal service model
predictions appeared to be useful over a wide range of work-
load intensity if the building block approach was used.
However, the ramp operations model did not appear to provide
adequate predictions, when compared to existing UTCs, at any
given workload level. Consolidated models were provided,
but the user must insure that the data evaluated falls
within the appropriate prediction window. A full discussion
of conclusions and recommendations for further research are

provided in the next chapter.
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CHAPTER 7
CONCLUSIONS AND RECOMMENDATIONS

Two simulation and associated manpower models were
developed, analyzed, and validated in an attempt to build
quantitative models with the power to predict manpower
requirements for contingency situations. This chapter
reviews the results, in terms of the research objectives and
questions, which enabled the authors to draw conclusions
concerning the research problem.

Specific objectives set forth in Chapter 1 include:

1. The accurate depiction of the functional rela-
tionships of selected variables used in the terminal ser-
vice and ramp operations quantitative models.

2. The development of parameter ranges which define
the environment applicable to the prediction models.

3. The use of models to predict manpower require-
ments for mobile aerial ports engaged in contingency opera-
tions.

4. The comparison of model predictions to current
UTC requirements as a means of measuring the effectiveness
of the research models.

Two research questions were designed to guide the research

effort toward achievement of the objectives:
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1. Can valid simulation models be developed which
accurately represent MAP operations?

2. Can the simulation models be used to provide
theoretical data for use in the development of manpower
predictor models?

The research objectives and associated questions
were designed as a means to the solution of the overall prob-
lem identified in Chapter 1. Research conclusions and
recommendations for further study are discussed in the

following sections.

Conclusions

The conclusions concerned three areas: the validity
of the simulation models, the sensitivity of the selected
dependent variable to changes in the independent variables,
and the form and effectiveness of the manpower predictor
models. First, the researchers concluded, and received
verification from HQ MAC, that the simulation models accu-
rately reflected anticipated contingency operations. How-
ever, the simulation models did not account for all functions,
and, in fact, generalized about the resources needed to
accomplish some of the functions performed. It was concluded
that the generalizations probably detracted from the accuracy
of the simulation models. Next, the authors concluded that
the simulation models could be useful as a tool im providing
data. However, it was found that a separate FORTRAN conver-

sion program was necessary to speed up the simulation
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programs and put the data generated into a useful form. A

standard conversion program was not provided in this thesis

because the FORTRAN program structure depends on the tests

to be accomplished.

Conclusions concerning the effect of the independent
variables on the dependent variable were developed through
the use of sensitivity analysis. The authors found that
changes to a number of independent variables and interactions
caused significant changes to the mean value of the average
resources used (dependent variable). Additionally, it was
found that other variables and interactions were insignifi-
cant and were therefore eliminated from further considera-
tion in later modelling efforts. Specifically, it was
found that the upload, inspection, setup, and transport
rates significantly affected the average resources used.

The authors were able to analyze interactions between the
significant variables and found that control over the upload
rate would provide more control over average resource
requirements than would controlling any other significant
variable.

Finally, it was concluded that the manpower predic-
tor models could be developed from the data provided by the
simulation models. However, the authors also concluded
that the manpower models were not entirely accurate and that
a building block approach, which added prediction intervals,

was necessary to achieve a semblance of accuracy in the
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terminal service model. On the other hand, the accuracy of
the ramp operations model was suspect and the model was not
usable in its current form. The authors concluded that the
deficiencies in the models may lie either in the service
rates used for the activities modelled, in the generaliza-
tions made about some of the functional areas contributing
to the average resources used, or in the validity of the
building block concept. Either of the first two problems
mentioned affect the data that was generated and, ultimately,
the predictive capabilities of the manpower models. The
latter problem suggests that the research models are accu-
rate relative to the actual UTCs. In any case, the authors
concluded that the terminal service model:

ARU = 13.0536 + 3.3488 (MRCS)
is usable under the conditions already discussed in this and
previous chapters. Since a reasonably accurate model was
developed, it must be concluded that quantitative models
could support the estimates of experts in the development of
mobile aerial port Unit Type Codes. However, since the
authors only achieved limited success and made a significant
assumption concerning the current UTCs, recommendations for

further research were developed to guide other researchers.

Recommendations for Further Research

1
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The recommendations for further research also cover
the areas of simulation models, sensitivity analysis and the
development of the manpower models. First, in dealing with
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the simulation models, the authors recommend that exercises
be studied and appropriate samples of service rates taken
in order to develop accurate probability density functions.
This action could increase the accuracy and effectiveness
of the simulation models. The authors also recommend that
the scope of the simulation models be expanded to include
all activities and functions encountered in contingency
mobile aerial port operations which contribute to the average
manpower resources used. This action would enable total
manpower requirements to be developed through simulated
conditions and eliminate the generalizations currently made
about some functional areas. Additionally, the authors
recommend that the manpower resources be brokem out in the
simulation models by Air Force Specialty Code and skill
level. These actions could enhance the predictive capabil-
ity and effectiveness of the simulation models.

Sensitivity analysis also contributed to recommenda-
tions for further research. First, the authors recommend the
study of additional variables. While significant relation-
ships were found and analyzed, other variables which were
nct considered could also have a significant impact on the
dependent variable. Additionally, the authors recommend
that the sensitivity analysis be conducted over a wider
range of changes to the indépendent variables. This would
enable the researchers to fully develop the effect of

interactions on the dependent variable and lead to a much
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fuller understanding of the system. The enhanced sensi-

tivity analysis could also pinpoint other variables which
could enhance the predictive power of the manpower models.

Finally, recommendations are established concerning
the manpower predictor models. Once the simulation models
are fully developed and data tables reaccomplished, regres-
sion analysis should be reaccomplished and new manpower
models developed. Additionally, it is recommended that the
current differences between the predictions and UTCs be
explored to determine if the current deviations can be
attributed to activities not included in the models, but
which are included in the UTCs, or to the accuracy of the
UTCs developed through the building block approach. The
study of actual contingencies or exercises, recommended for
data gathering, would serve as a test to study the devia-
tions between model and actual UTC manpower requirements.
Finally, the use of regression techniques may be beneficial
if applied to equipment requirements using the same tech-
niques applied in this thesis. This final recommendation,
along with the aforementioned recommendations, could enhance
the accuracy, effectiveness, and credibility of the Air

Transportation warplanner's efforts.

Summarz

In conclusion, simulation models were developed,
validated, and used to prepare the theoretical data needed

to accomplish sensitivity analysis and regression analysis.
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Manpower predictor models were also developed, but were
b - found to be of limited accuracy and only effective under
specified conditions. It has been shown, however, that

if the recommendations for further research are enacted,

quantitative models can be developed which could reduce
the guess-work in the Air Transportation warplanning effort
and provide for a quantitative means of developing mobile

aerial port Unit Type Codes.
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ANOVA - Analysis of Variance. A procedure for comparing two
or more population means.

BALK - A queuing theory term that refers to a user or trans-
action leaving the system when a line or server is at maxi-
mum capacity.

BLOCK - Idle server condition caused when a transaction
cannot be routed to a queue from a preceding server activity.

CHI-SQUARE TEST (X2) - Statistical test to determine the
characteristics of a sample distribution.

CONSTANT INDEPENDENT VARIABLE - Any independent variable
that is held at a steady value throughout the experimental
process.

CONTROLLED INDEPENDENT VARIABLE - An independent variable
that can be precisely manipulated so that the reaction to
the dependent variable can be measured as a result of the
change.

DEPENDENT VARIABLE - The variable that reacts to changes in
the independent variable(s). May also be referred to as an
output variable.

FACTORIAL DESIGN - An experimental design to test all possi-
ble variations of two or more independent variables when
only one variable is changed at a time, while holding the
other(s) constant, until all possible combinations of vari-
ables have been tested.

FORWARD (STEPWISE) REGRESSION - A multiple regression
screening technique where independent variables are included
in the multiple regression model only after meeting pre-
established statistical criteria.

INDEPENDENT VARIABLE - The variable(s) that, when changed,
will cause a change to the dependent variable. May also be
referred to as an input variable or predictor variable (see
controlled independent variable and constant independent
variable).

JOPS - Joint Operations Planning System. A system that

defines operational/contingency planning requirements, con-
cepts, and procedures.
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MANFOR - Manpower Force Package. Manpower packages that
identify requirements which meet specific capabilities.

MOBILE AERIAL PORT - A highly mobile and flexible unit
which is capable of rapid deployment to support air cargo/
passenger handling requirements.

MODEL NETWORK - The system of nodes and branches which
represent (simulate) the flow of transactions that approxi-
mate the real-life system that is being modelled.

MULTIPLE REGRESSION - A predictive device used to model two
or more independent variables and the interactions of those
variables as a function of a dependent variable. The
analysis includes the fitting of the model (see forward
stepwise regression), the testing of the model, and then
the use of the model to predict the dependent variable
based on varying values of the independent variable.

OPLAN - Operation Plan In Complete Format. A specific plan
that discusses unit responsibilities and procedures for a
particular exercise or contingency operation.

Q-GERT - Acronym for Graphical Evaluation and Review Tech-
nique. The Q is added to indicate the queuing theory
application. The package is designed to be a network
modelling tool for computer simulation and analysis.

SENSITIVITY ANALYSIS - The act of systematically varying
selected independent variable(s) in order to measure the
effect that the change has on a dependent variable.

SIMPLE REGRESSION - A predictive model that demonstrates
the linear relationship of a dependent variable as a func-
tion of a single independent variable.

SIMULATION -~ A representation of the operation or design
of a complex process or system in order to experiment with
and better understand the behavior of the system.

STRATEGIC AERIAL PORT - A permanent (fixed) unit, squadron,
or operating location designed to meet the day-to-day air
cargo handling requirements of the unit to which it is
attached.

TRIANGULAR DISTRIBUTION - A distribution that has three
specified values: minimum, maximum, and mode. The density
function is composed of two linear parts with one extending
from the minimum to the mode and the other from the mode to
the maximum. The X axis forms the basis of the triangle.
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Cargo Generation

105

P

T

PP P e

K WY

[PV G TS




e 2t T A i B i SN ot ot il S

~

Co, 12.5

/
=D

SHIFT CHANGE

(: }—-——)o‘ u?—---) 1| r---

(]

Auocate
Suservision/Pas/AToC.

co, 12

Figure C-2

Allocation of Supervision

"

a J s\ ! we\ |/
\! | 2] n (7]

Figure C-3
Shift Change Timer

106

Co,vo

PGS N .




.« s

PRIFRIR S

Jd 1

h

! _ W T IE rm ]
L. \ AwT-pEr a FREE PER

N \

- \

- \

p BALK, TOO mANY \ .
b LoADS TO BE waandn, ~
:
r‘" ".‘
& (Y ¥ 1

AL GQE.?

o

- .
oy A

MELS £
b

Figure C-4
Reweigh Cargo (10%)

1 107 ®




3
Cargo FrILED

INSPELTION
.1 AT, 3

-4 ar3
A
S/
Cangp PASS FREE PER
mesPeCTION

Figure C-5

Inspect Cargo

108




4 P adesAcasnes NN I Eneskntarian N e 0 S e naanstiane sy S EEACEETASRTCEE SEMAMAMOEMINEOMMEEE PMAAPLSASATMCREEE AR AR AR AN SECERRAL A B
r R §
: w 4
Y
4 .
w
v ]
>4 m 1
<nl M 1
. 4
‘\\&T - = w m 4
Bmm mm . m
- g 13
o m o MC o < o
w2 LACY) ]
i
1 ¥ 3“ .Mv._ i
b Ml 4
v 3 ) .
X (&) -— m
3 4 o n.u )
r__ M g M —~ 4
. g 3 = L
' [ 3
’ o
=
r .-
il
.
. () |
b
!
3
:




------

ry 1H+ﬂ

Assenste HeucofTEns

ca ke A anaaiaaa

A2. GE.0.5 *
4
AL. GE.i2.5 - ‘H’ % 1
Asssnsis  Hauitorries i
1
ll ] 4 p.H‘ §! 1
; X
/ .
‘ N
|
/ AL.GE. 1T \ ‘
. 3 ! .
= 1 Gl & CR Ed i ]
- Assenaus  Nuucorrins ! ;
. / R
o A GE.% / )
g 7': ,I
= & *
v Asamsie o )
o cs st b AWT-ta 2 1
- ALL-Ea '
(- Figure C-7 ']
»? Marshall C-5 Loads
b
3 110




M ————" - -
h."
b
rié
r
. A
2 l\ul o a
AWT ~PRG '-
]
- T. 3.8 Ab.\T. SO eo, .35 e
’ T&.n Tk’ﬂ Al LE. SO .;
e (a
0 i
b‘w ° ! \“ ﬁ"‘l | 4‘»‘5 ot 4up iD‘ i
1 C\EMA'I’:“ wa\. GEvERmE &l AL AWT-LV/ ’
Ab.GE.SI ,’ g
7’
Ao, \&. 05 ’ y
i
( ,
™20 0,5 ¢ :
Abv. Q.50 \ " 0
T®,30 - ¥
i - ) o
, Hw ¢ (o o | \; bo i :
GENERATE C8 AWT- PG \ L
- \ v 4
: \ :
= AT, S \\ '
;j‘" o4 S }=—=A ! |57 =~ ! 158 P! () y l
: 7 [} ‘ ‘ a \eP bl -~
- 8 7 . .
, Awr 2 (7 sEIuP ReRR AWT- ACA ‘-
: PER WO y
ALL-PER :
F 2 ’
g » 3
g ] ,
a‘ Figure C-8 i
B Generate pircraft/Setup Loads ’
- 4
9 111 :
T




L v T P W T — DR Toir N A A S Ut AR A it ot e i Mt SNSe Suvei abAe Syt Jben s R e Jvde Aveth AsnEEIhabe Jee A RSRcasie St et tias St ™
r. -
p .
" .

) -
b . .
b 1
L -
3

| PPN DUV SISO PR,

1
UMOAD sTARY )
0 A TR,4
B UV abds. WA E7N ude 4 |7 =¥, 74L-— : L) anv s Laep H
AWT-PER AWT-Ra TRANSPORT o
4 / wap

|

( : > I(; IE) ,(l .
! ‘ [} ‘ ) '.

11

0 1

ol

AWT-LDT s -

ALL- PeR

1

Figure C-9

RFEPLTEN T

Prepare to Load Airecraft

BUSIP-T

112




LR Matat M et a g o e oIt STty . S b 2 iR B Bt M Bt e T T T T e T e W T Y W e T w L = i . wEg— s w oo oe e = =

™ B
Bt WASCINC IS SIS |

AC - Boex

] RN RA A Ay i ettt
AT L. -
Lol A N el il

_8

[ ]

[ ]

3
¥
&

( ) TR, 18 ’, 4}“4” €o,.2

AWT-Pax FREE EqQ

-~
)

:
U RO

o,. 83

TR, . j
T R ° 4}'1” a0 <2 '3 ; AG. EQ. bb > 2 ) :
<o, .1 2 .

AWT - PAX

JR, 12
92

Figure C-10
Load Aircraft

P

At b d,

113 B




N t
L ' AL LE. 50
, -
3
Al. LS. S0
TR, |
&} ALGEso Al LE. bb

o w,b W ! 4
! C-Sa

Al. QT. so

=)

AWT -LND

25

F: Figure C-11

Generate Aircraft

114

[N S

Rasa 4 arave s

bt o




------- S0 ArE R e e aaammance vy T T T YL WL, T E

Pk W
o o
6' alni oroentl| 3l Juﬁla nFE==1, ls

AWT - PAY AWT- PeR

O HR=

[
AWT- PRY AWT - PER s
AL ~PER
] co,i2 ! o, 0 . co, 1.
o /#0 | 4 ”
-l0

+/o

Figure C-12
Prepare to Download / Shift Change Timer
115

ATHE{7] 4O

43

;-
J SN SCIGN SRION WP P SRR

. ' 1 PN i
R S TSP ISP DPY SO U I S



A Shaditent J0n gkt Sacs Jnd saant e gmat T T Y —————— ot - ———— - —— o —

______

1
T
‘
1

4
4
4

!
&
L
&
t
¢
. . J
. |
-
;’c DOWNLOAD SIARY .
L p _ 1] )\ towwoao e-i4l .
| @_— QDD 1alul ] 4H3 * ™,3 :
= AWT-EqQ / ;
O -
Au-6Q
:J
4
DOWNLOAD STAKY ;
, ; | DOWNLoND e-5 -
23 o 2 | at—— o 4Hs 85
/ AWT-1Q f
2 4
AL-EQ k
1
Al. €Q. b
DOWNLOAD €-5 HELICOPTERS
.
A TR,S
o) ;
-_)6' AL LE. 12 WELL i
@ 0 e D # 4
POWNLOAD START o 3
110!
TR, 7 B
]
Figure C-13 4
Download Aircraft T
]
1
]
1
{
116 k
i




DOWNIOAD COMPLEYE

pLocK \g
) ou

@

<, o3
PRCE - PER FREL-EQ
4
DOWNWOAD COMPLETE
! -\ d ] \ BLOCK our
' | 5o |25
@ 51 9 ] Y o0
FREE - PER FREE - £Q
! ! aLocr

ARCERRFT OEPAKT

@

O—CI

Figure C-14
Complete Download / Release

117

R P U S TP S T S Y

Resources

ﬁ@ww

e

i Al

i A

[ TETENTERIS |

PN



N B R SAASACAR A LA Sk SERCALAMANCARASED S AR DAL | KRR CERLIL i i T - R AR

[ Y S S R U

APPENDIX D

NETWORK SYMBOLOGY
118

a2 e .L“}.FE DD P




The following symbols have been reproduced from
Pritsker's text on modelling and analysis of systems by

using Q-GERT networks (25).
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Concept Definition

R|#

ARYAR

[P} {0.PS)

DO

Rf is the number of incoming transactions required
to release the node for the first time.

Rg is the number of incoming transactions required
to release the node for all subsequent times.

C is the criterion for holding the attribute set at a
node.

S is the statistics collection type or marking.

# is the node number.

D indicates deterministic branching from the node.
D indicates probabilistic branching from the node.
I

is the initial number of transactions at the Q-node.

M is the maximum number of transactions permit-
ted at the Q-node.

R is the ranking procedure for ordering transactions
at the Q-node. ,

# is the Q-node number.

Pointer to a source node or from a sink node.

P is the probability of taking the activity (only used
if probabilistic branching from the start node of
the activity is specified).

D is the distribution or function type from which
the activity time is to be determined.

PS is the parameter set number (or constant value)
where the parameters for the activiiy time are
specified.

is the activity number

@ is the number of parallel servers associated with
the activity (only used if the start node of the ac-
tivity is a Q-node).

Routing of a transaction that balks from a Q-node.

This symbol can not emanate from a regular node.

Blocking indicator (only used with Q-nodes that can
force preceding service activities to hold transac-
tions because the Q-node is at its maximum
capacity).
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Symbol Concept Definition

A is the attribute number to 4
A DFSW Value which a value is to be as-
Assignment signed; if A+ is specified,
add value to attribute A; B
if A- is specified, subtract -
value from attribute A. :
D is the distribution or
function type from which
assignment value is to be

determined.
PS is the parameter set num-

ber.

'R Queue R is the ranking procedure
Ranking for ordering transactions .
at the Q-node. R can be
specified as: F - FIFO; L
- LIFO; B/i — Big value
of attribute i. S/i = Small
value of attribute i. If i=
M, ranking is based on
mark time.

.1
J
]
:}
}
¢

f | Conditional, indicates conditional-take
Take-First first branching from the
Branching node.

Conditional, indicates conditional-take
Take-all D all branching from the
Branching node.

T

Condition Speci- C is the condition specifica-

ic) (D, PS) fication for tion for taking the activi-
Branch ty (see Table 5-1).
@ Attribute Based If P<1.0, P is the probability
D{ Probabilistic of taking the activity.
—— Branching If P>1, P is an attribute
number.
Selector node QSR is the queue selection rule
or S-node for routing transactions to
QSR or from Q-nodes (sce Ta- ,
ble 5-2). i
# SSR is the server selection rule j
for deciding which server i
SSR to make busy if a choice |
exists (see Table 5-3). )i
# is the S-node number.
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Symbol Concept

Definition

Nodal
Modification

.............. Routing
Indicator

T ¢ Assembly
.~ - by S-nodes

-
"'
.

Blocking

<:: Balking

Node

@-ﬁ ‘-“@ Match
-
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# is the activity number
causing nodal modifica-
tion.

N, is the node number to
be replaced when activ-
ity # is completed.

N, is node number to be
inserted when activity #
is completed.

Routing indicator for
transaction flow to or from
Q-nodes to S-nodes or
Match nodes

ASM is the queue selection rule
that requires transactions

to be assembled from two -

or more queues.

Blocking at an S-node.

Balking from an S-node.

# is the match node number.
Transactions are routed
from N; to Ny and N, to
N, when a match occurs.

A is the attribute number on
which the match is to be
made
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Queue Selection ALLOCATE

Rule Node,
""""" QSR === f )
4 Resource Type \
Number = res| .
Number of Units
6 to be Allocated If
_________ - U - e
A
. Node Nodes to Which Transactions
Queues for Transactions Number  Are Routed When Resources
Waiting for U Units of Are Assigned to the
Resource Type RES Transaction

Resource Type

Number§ FREE Node
\ Number
RES -
Number of Units =4 U
to Free ALLOC Nodes] |
" List of ALLOCATE
Node Numbers
Resource Type ALTER Node
Number Number
Rssj’/
73
C
ALLOC Nodes
X List of ALLOCATE
Capacity Change
Renussied Node Numbers
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SIMULATION PROGRAMS
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The following programs were written for use on the
AFIT Harris Computer System with a VULCAN operating system.
To execute the programs on the Harris system, use the
following:

For the terminal service simulation programs,
execute the programs in batch using the command

IJ, lfn

where 1fn is a local file containing the following informa-
tion:

$JOB, jn,Qualifier,User Number,Parameters

AS 20=1fn(for output)

QGERT.XU,1fn(QGERT Program),1fn(FORTRAN)

may have to be shortened.

where jn is the designated job name with 1fn (output) ﬁ
1
defined as the local file designated to receive the output. -
For the ramp operations simulation programs, execute o
the programs in batch using the command @
-1
IJ, 1fn -
where 1fn contains the following information: L
$JOB, jn,Qualifier,User Number,Parameters '
AS 20=1fn(output)
QGERT.U,1fn(QGERT), 1fn(FORTRAN)
Some items within the programs must be changed to rumn the ﬁ
program on other systems. For example, the variable names 1
1
i
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F SIMULATION PROGRAM (FORTRAN BASED) PAGE =» 1
- SUBRUUTINE Ul
g c
- CIMMON/ZOUTPUT/TARRAV(100), TACPUS(100), TACBLK(100), TUPLOS(10u), TUPL |
o N DC(100), TACBLKO(100), TACULS(100),TACBU(100),TACULL(]L 4
t‘ N 00),A7(100)
- COMMON/PAY/AL,42,46, TRY R
-= Cc ]
»;‘ [ 9
'&: c....t..'ﬁ'i'.t..lit..tt..!...t..tt...tit.l't..t..ll!..‘.i 1
e Ce . 3
[ Cw INITIALIZE VARIABLES . 3
- Cx . * K
. Ci..‘ittt'..ltt'.t'.l..t..t....ittt.t.lttlitl!.tt-.ttlt.tt
. [+ A
- NEQ
= a12GATRB(1)
= A25GATRB(2)
o 265GATRB(b)
- ¢ |
- 1F (NRUN,EQ.1) THEN X
N 0G 1000,1=1,34¢
), CALL CPTR(I) <
- 1000 CONTINUE
p - ELSE -
5 CONTINUE x
3 ENDIF g
l" c %
- 00 200,131,100 5
TARRAV(1)=20,00 s
vl TACBLK(1)20,00 .
- TACPOS(1)=0.0 o
B TUPLDS(I)%0,00 E
" TUPLDC(1)30,00 -
- TACHLKO(1)%0.00 .
- 7‘CUL3(I)'0.0 ﬂ
= TACBO(1)20.0 )
L TACULC(1)320,0 5
C 200 CONTINUE 1
o c
RETURN
END
c
c ]
FUNCTION UF(IFN)
c '
COMMON/QVAR/NDE, NFTBU(S00) , NREL(500) ,NRELP(500),NREL2(500) , NRUN,
N NRUNS,NTC(500),PARAM(100,4),TBEG, TNOW B
¢ ,
COMMON/QUTPUT/TARRAV(100), TACPOS(100), TACBLK(100), TUPLUS(100), TUPL
Figure E-1 (cont)
Terminal Service Simulation Program '
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SIMJLATION PROGRAW (FORTRAN BASED) PAGE s 2

¢
c

CIMMUN/PAYZAL,82,A0,TRY

AL=GATRB(1)
A2=GATRB(2)
A3=GATRB(3)
ASGATRE(S)
A6EGATRB(6)
BZGATRB(7)

GO TO (1,2¢304,5,607,8:,9,10,11,16,13+16,15,16,17.18,19) IFN

c....t......'.'..ﬁ.....t..'........l....t..............'....

Ce
Ce
Co

.
DETERVINE TYPE OF CARGLU »

CRRresa ARt adaatR st AR AR ARt et AR ANt AR A aaRRACARRRARARRRRRdRaY

¢
1

¢

CONTINUE
IF(AL,LE.54) THEN
CALL PATRB(8.0.2)
ELSEIF(A1.LE.00) THEN
CALL PATRB(12.9,2)
ELSEIF(A).LE,65) THEN
CALL PATRB(13.0,2)
ELSE
CALL PATRB(36,0,2)
CALL PATRB(7.0,1)
ENVIF
UFs0,0
RETURN

DC(100), TACBLKU(100), TACULS(100),TACBUC100),TACULC(]
+ 00),A7(¢100)

Cr AR AN R AR AR IR A R AR AR AN IR R AR RN AR A RN R ANAR AR AR R ERARANRNARRNANRA

C»
(4]
Ce

*

ASSIGN CARGO ATTRIBUTES "

[ ]

oAt AR R RN SN R R R AR AN AR RN AN PO RN A RN RN AR N A SR A NARARRARRNAR

o
e

CONTINUVE
IF(A2,EQ,36) THEN
CALL PATRB(T7.0.1)
ELSEIF(A2.EU,8) THEN
CaLL PATRB(4,0,1)
ELSEIF(A2.EQ,12) THEN
CALL PATRB(S5.0,1)
ELSEIF(A.EWQ.13)
CALL PATRB(6.0.,1)
ENDIF

Figure E-1 (cont)
Terminal Service Simulation Program
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SIVULATION PROGRAM (FORTKAN BASED) PAGE #
JF=20,0
RETURN

c

c.l....'t.t..‘..l.t.li..tti.t....'...tﬁtti!..I.t.ﬂ...il'..-.

Cx

*
Ce ASSIGN ACTIVITY TIMES aAND *
Cx ARJTE RANDOM NUMBER DEV]AIES *
Ce 10 & FILE S
Ce N
A R L L T T T T e

¢

3 CONTINUE
WRITE(20,'("1",3X,F6.4)°) B
RETURN
¢
4 CONTINUE
IF(AL.EQ,1.0R,A1.EQ,7)THEN
UF2TR(14)

wRITEC20,'("14",3X,Fe.4) ") uf
ELSEIF(ALL.GE,4) THEN
UF3TR(1S)
WRITE(20,°("15",3%,F6,4)") UF
ELSEIF(AL.LT.4) THEN

UF=TR(16)
WRITE(20,'("16",3X,Fb6,4)') UF
ENODIF
RETURN
c
5 CONTINVE
TARRAV(A6)STNIW
UFs0,.0
c RETURN
6 CONTINUE
TACPOS(A6)=TINDw
UF=0,0
RETURN
c
7 CONTINVE
wRITE(20,'("13",3x,F5,4) )b
c RETURN
8 CONT INVE

IF (A1.EQ.2) TmEN
WRITE(20,'("17",3X,Fb,4)") B

ELse
WRITE(20,'("18%,3X,Fb,4)') A

ENOIF

JF20,00

RETURN

Figure E-1 (cont)
Terminal Service Simulation Program
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SIYYLAT]IUON PROGRAM (FQRTRAN BASED) PAGE »
c
9 CONTINUE
TUPLDS(A6) =T NOW
uFz0,0
nETURN
<
10 CONTINUE
TUPLDC(Ab)=TNOw
UFz20,0
RETURN
c
11 CONTINUE

IF(AL,EQ.1,0R,AL.EQ.7) THEN
WRITE(20,'("2",3%,F6.,4)") A3
ELSEIF(A1.EQ.2,IR.AL,GE.4) THEN
ARITE(20,'("4",3x,F6,4)") A3

ELSELIF(A1.EQ.3) THEN
WRITE(20,°("3",3X,Fb,4)') A3

ENDIF

RETURN

CONTINUE
ARITEC20, ' ("5%,3%,F6,4)") B
RETURN

CONTINUE
WRITE(20,'("0",3X,Fo.4)') &
ETURN

CONTINUE
TACBLKO(AB)ETNUA
IF (A6.E3.60) TnEN
TRUSTIRU(L)
WRITE(20,°("50",3X%,F10,5)') TRU
ARITE(20,'("60",3X,F10,4)') TACHLKU(bS)
WRITE(20,'("70",3x,13)') NRuUN
ARITE(20,° (%00 000%)")
ENDIF
UF20,0
RETURN

CONTINUE

WRITE(20,°("7%,3X,F0.4)") 8
RETURN
CONTINUE

IF (A1,LE.50) ARITE(20,°'("9",34,F6,4) ')A
RETURN
CONTINUE

Figure E-1 (cont)
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SIMULATION PRUGRAYM (FURTRAN HASED) PAGE » S

WRITE(20,'("11",3X,Fb6,4)') B
RETURN

18 CONTINUE
MRITEC20,'("32",3X,Fb,4)') B
RETURN

19 CIONTINUE
ARITE(20,'(")10",32,F6,4)') B

RETURN
<

END
c
AR AR A AN AR A AR A AN R R R R R A NN R A SN AR RN N R R A SN AR AR NSO AN RN AN E AR E AN RN RO AR
Ce *
C» PROOUCE JUTPUT ®
Ce *

R AR AR N AR N R R AN R R RN AR SR A AR N SN A A RSN AR A R S AR A A AN AN R IR R RAANR AR

¢
SUBRUVTINE U0

COMMON/QVAR/NDE ) NF Tou({S00) ,NRELLS00) ,NRELP(S00) ,NREL2(500) s NRUN,

’ NRUNS,NIC(S00),PARAM(100,4),TREG, TNOW

c

c
COMMUN/QUTPUT/TARRAY(100),TACPUS(100), TACHLK(100),TUPLDS(100), TUPL
+ DC(100), TACSLKOC100), TACULS(100),TACBD(100),TACULC(!
* 00),A7(¢100)

c
COMMON/PAY/AL,A2,A0, TRY

c

SR AN A RN R AN AR AR AN AN SRR A R R AN AR R RN AN R RO A NN R AR AR ARRAS RN N AN

C» n

Ce PRINT AIRLIFT FLOw CHART ®

Ce »

AN AR AN A R AR N A RN R AR AR RGN AR AR AN AR R AR N RN R ARAAN AN R RARGANRNRRARRARN

C
PRINT 90

90 FORMAT("31")
PRINT 100

100 FORMAT(30X,25('="'),/7,30X,"1 AIRLIFT FLOwW CHART 1',7,30%,25("s!
€)o/703%,T79( @), /7,2%,"MSNY , TIX,'ACFT®,06X, "ACFT',SX, *ACFT',5X, "ACFI?
*pSK ) PACFT ", SX, *ACFT',SX,"ACFT?,3X, "GRUUND,/,3X, 'NO',aX,*'TYPE/NU,"'
S X "ARRIVE ", 3%, "SLUCK " puX, "AVALIL' (14X, 'SeyPLD',3X, 'C=UPLD',4X,
SI0EPT ,aX,"TIME? ,/,1X,79('="'),77)

Va0
00 110,181,066
NSN¢)
GTETACBLRO(N) =TARRAV(N)
Figure E-1 (cont)
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SIMYLATION PROGRAM (FORTRAN BASED) PAGE # &

IF (NRUN,EQ.1,0R NRUN,EQ.5) THEN
IF(N.EQ.17,0R N EQ.38,0R,N.EQ.51,0R.N.EQ,67)
PRINT 90
PRINT 100
ENDIF
IF(N.LE,S0) THEN '
PRINT 115,N, TARRAV(N), TACPOS(N) , TACPOS(N), TUPLDS (N)  TUPLDC(N),

'E st TACBLKO(N),GT
L

PRINT 116,N, TARRAV(N),TACPOS(N),TACPOS(N), TUPLDS(N), TUPLDC(N),
¢ TACBLXO(N),GY

ENOIF

ENOIF

11§ FORMAT (31X,13,37, ' C141/XXXXX? 33X F0.203X)F6.2,3%X,F0,2,3X,Fb,2,3X%,
OFO.ZJ3x0F6.203Xan.2://)

116 FORMATCIX,13,3%,'CoSA/ZXXY X?,3XoF0.Rs3XsF0.2s3XsF6.2:3X,Fb,2,3X,
*F0.2,3XsF6.2,3%,F0,2,77)

110 CONTINUE

c
PRINT 117,NRUN, TRU, TACBLKU(66)
117 FORMAT(oX,13,7,6X,"AVERAGE PERSONNEL UTILIZATION 3°,1X,F10.5,/, i
. 6%, *SIMULATION COMPLETION TINE 3%,1%,F10,4)
¢ 8
c -
c X
RETURN ;
END 3
. "
Figure E-1 (cont) .
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RAMP OPERATIONS FORTRAN BASED PROGRAM PAGE # 1

wO

FUNCTION UF(IFN)

COMMON/QVAR/NOE, nFTBU(100),NREL(100),NRELP(100),NREL2(100),NRUN,
SNRUNS,NTC(100),PARAM(100,4), TEEG, TNOW

COMMON/CUTPUT/TARRAY(100),MISMUM(100),BLKINT
+(100),STRTOL(100),ENDOL(100),DEPART(100)

COMMON/PAY /K

K2GATRB(1)
ASGATRB(3)

GO TO (1,2,3,0,5,6,7,8) 1FN

CONTINUE
TARRAV(K)ZTNOA
MISNUM(K)SK
UFs0,0

RETURN

CONT INVE
BLKINT(X)STNOA
UFs0,0

RETURN

CONTINUE
STRYDL(K)STNOw
UFs0,.0

RETURN

CONTINUE
ENDOL (X)STNOW
UFs0,0

RETURN

CONTINUE

DEPART(K)ZTAQA

IF(K,EQ,66) ThEN
TRUSTIRUL(Y)
WRITE(20,'("S0",3X,F10.5)') TRUL
WRITE(20,'("60",3%,F10,4)') DEPART(K)
WRITEC20,'("70%,3X,13)') NRUN
wRITE(20,'("00 6000")")

ENDIF

UFs0,0

RETURN

CONTINUE
WRITE(20,'("2",3X,Fb6,4)") A

Figure E-2 (cont)
Ramp Operations Simulation Program
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RAMP OPERATIONS FORTRAN BASED PROGRAM PAGE # 2
UF20,0 l"i
RETURN -
¢
7 CONTINUE B
WRITEC20,'("3%,3X,F6,4)") & i
UF‘OQO R
RETURN a
¢ »
8 CONTIMUE -
WRITE(20, ' ("4",3X,F6,4)") A "
{ UF=0.0 ]
RETURN -
! c 3
. END =
. ¢ _
A ¢ SUBROUTINE ul =
- COMMON/QVR/NDE,NFTBU(100) ,NREL(100),NRELP(100),NREL2(100) ,NRUN, 71
3 #NRUNS,NTC(100),PARAM(100,4), TREG, TNOW .
Cc .
COMMON/OUTPUT/TARRAV(100),"ISNUM(100) ,BLKINT o
+(100),STRTOL(100),ENDOL(100),DEPART(100) T
c -
COMMON/PAY /X C)
¢ N
c TARRAV 3 ARRIVAL TIME RR
c MISNUM 3 MISSION NUMBER A
c BLKINT = BLOCK IN TIME -
¢ STRTOL = START DOWNLOAD TIME u
c ENODL = END DOANLOAD TIME -
¢ DEPART = DEPART TINE o
¢ »
KBGATRB(1)
¢ r
00 200,1%1,100 ‘
TARRAV(1)20,0
MISNUM(T)20,0
BLKIANT(I)s0,0
STRTHL(I)=0,0 o
ENDOL(T)=0,0 o1
200 CONTINUE »
c 1
RETURN o
END it
[ .
¢
SURAROUTINE 10 )
¢ 3
COMMON/QVAR/NDE,NFTBU(100)  NREL(100) (NRELP(100) ¢« NREL2(100) s NRUN, L
Figure E-2 (cont)
Ramp Operations Simulation Program
-
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RAMP OPERATIONS FORTRAN B8ASED PROGRAM PAGE # 3 -

+NRUNS,NTC(100),PARAM(100,4), TBEG, TNOW

[ \
COMMON/QUTPUT/TARRAV(100),MISNUM(100), BLKINT
+(100),STRTOL(100),ENDDOL(100),0EPART(100)
¢
COMMON/PAY /K g
c ;
KSGATRA(]) o
c
PRINT 90 R
PRINT 100 )

90 FORMAT('1*')

100 FORMAT(30X)25('«*),/,30X,'] AIRLIFY FLOw CRART 1',/,30%,25('="
)0//91%X83('="),/,2X) ' MSN' , TX, *ACFT',6X, 'ACFT',5X, ACFT',5X, *ACFT®
+95Xs "ACFT',5X%, 'ACFT',5X, 'ACFT',5X, 'GROUND"',/,3X, 'NO*,4X, * TYPE/NOD,

i .

*,4X, 'ARRIVE®
*o3Xs*BLOCK® ,4X, "AVAIL',4X, 'S=DNLD ', 3X, *CoDNLD',4X, 'DEPT', X, ' TIME?
t9/s1%X,83('='),2/7) -

00 110 I=1,66
GTSDEPART(I)=TARRAV(]) .
[F(NRUN,EQ,1) THEN .
IF (1.EQ¢17.,0R,1,EG.34,0R, 1. EC.51) THEM -
PRINT 90
PRINT 100
END IF
IF (I1.LE.SO0) THEN
PRINT 115, 1, TARRAV(L),BLXINT(T),BLKINT(I),STRYDL(L),
* ENODL(I),DEPART(I),GT
ELSE
PRINTY 11691, TARRAV(]),BLKINT(D) ,BLKINTC(I),STRTODLCI),
¢  ENODL(I),DEPART(I),GT
END IF
ENDIF
1158 FORMIT(]X;I}:S!"CIQIIXXIKN'p3!0‘6.2.lx'FbgavSXOFb-znSlufﬁnzll‘v
0'6.2:3!.'6.20 3XIF°|2' ,,)
116 FoaMAY(lX:IJoSX.'C~SAIXXXXX'.Sonb.Z.3!.'6.2.3!,F6.2.3onb.Z.SX-
*F6,2,3%,F6,2¢3X,F6.2477)
élo CONTINUE

«
wl

RETURNM
END

Figure E-2 (cont)
Ramp Operations Simulation Program
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The following program coding explanations have been \

reproduced from Pritsker's text on modelling and analysis
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of systems by using Q-GERT networks (25).
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Pl et IS

theses ( ). A slash (/) and dashed line

* Default values are in . indicated,
sy &aumruldmenmnnu where the slash and second satry are optional

141

Fialds®
1 2 3 4 [} [] 1 8 9 10
REG | Neds = -
P wumbar ‘.Wd‘:h thm:t Branching | Marking Choic
SoU reloase OPYA | ) FLSB) LY
M S0, Arzhots M
1) fos] J L] ne M if REG)
SIN Node aember/ | Initiel sussber| Subssquent | Branching | Statistis Uppeclimit | Width of Choice
or to relosss mamber to desiesd of first bistogram eall | criterion
STA rolease ®PYA) ol
(FABLD) Attribote (M)
I 1] [e) 1] m L))
QUB | Node nomber/| Initial sember| Capacityof | Branching | Rasbing Block or node | Upper limit | Width of Following
i queue Q-mode on wamber for | of first coll ?p- .Ms-md-&-
Atribote [M]} :‘l:l:ah
] = ) ® m N}
{belkers
P — detroped]
SEL | Nodsoumber/|Quese Server Choles Block or meds] Associsted _l
label seloction slection aritacion sumber for | Quodes
{l& rule balkerr (Repeats of Pisld 7)
" i
_ (POR) [pom) L] oped)
MAT | Nodesumber [Matching | Q-node/
sebee (Repeats of Plold 4)
Reuting node
SER | Strem 0]
sumber FM g (Repeats of
Initinlisstivn Fields 22ad 8)
@ N) (N}
VAS | Nodesumber |Attribute | Distribution | Pacameter t
e | e 0 | neics it 5
PAR | Parameter 1
woot |Paramoter 1 | Pacsmeoter3 | Parsmetar 3 | Paramoter 4 lsa-
T L] [-10m 0%) ] (L
ACT Startnode [Endaode | Distribution | Parameter | Activity Nemberof | Probebility ]Cendition code
o fuction | setor wamber/ parallel or attribute
type constant Tobal v sumber or
order lNUlI
1co} fon) L] 3 =gtart sode
MOD Activity {Node out Node in
umber (Repeats pl
Plelds 3 aaq @
TRA | Node sumber/ Repeats of
subsetwork ID! Pield 9
1f no default is dats for the fleld is required. Options for e field ace given in paren-

L

-

)
.
g

STV . VRN
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GEN - general project information

an i it Sunat sty

Field Associated
Number| Description Value Defauit Editing Erroes
1 [Cadiype GEN [Regainé) | = ‘GEN® 8101
Alpha field (vp 12 1f presen. first character
2 |Analyst name significant 12 blanks must be slphabetic (caly first 102
charactars) 12 characters are processed)
3 | Project name or sumber Alpha fleld 12 blanks (aee previous field) 103
4  |Moath Integer 1 Integer betwesn 0 and 12 104
§ |Dey Integer 1 Integer between 0 and 31 108
6 |[Your Integer 2001 Integer between 1970 and 2001 108
7 | Number of STAListics nodes Integer 0 mhmo-dnb-l-h 107
8§ | Number of SINk acdes Integer 0 mbw-od-niuin-h 108
9 | Number of SINk node releasss to snd & run] Intager valuein Fiald 8 | Integer 100
10 | Time to end cos rum of the network Real LE20 Positive real 110
11 | Numbee of ruse of the network Intoger 1 Positive intagee  * um
13 | Indicater for output teports in additicn | Fisst Run, Each Run First sFaeBaCa'S 1u2
to the final summary report Cumaletive & Each
Run, Semmary Ouly
123 | Time from which statistics will bokept | Real Nos-negative real 113
meudmm
14 | Maximom smber of attribates with sach | Intagee lo Noa-aegative integer M
trsnaaction flowing through the astweek
15 | Run samber for of event i between 0 and value of
beginning tracing | Intager r-utm m i,
18 | Run samber for of owent traci Integer [Valoe of Field 15 | Intager betwesn valus of Fisld 15
(Iiimwilb;z.ll) e and value of Flald 11 1
17 | Rus sumber for beginaing of aodal tracing { Integee traciag  [Intoger botwesn Oond valm in Pald 11 | 115
18 | Ram nember for endieg o sodel Totager Velsein Tatoger betwesn valne us
traes (this rum is traced) n in Fiakd 17 and vakos in Pl 11
19 | Indicatorthat cards ards |« B 119
20 | Esscution option 4 = No exseation = ‘El','BY, 'EY, 0 ‘B4’ 120
g—ﬂom (E4 — Eche suppressed)
any input discrep-
ancles
B~ No ezscution
fatal input discre-
pancy
21 | Largest sode aumber defined by Integer MXNOD Integer
wer. (Spacify cnly whes including
suboetwerks.)
22 | Largest activity sumber deflned Integer MXNPO Integer
by wee. (Sperify culy whes including
ssbestworks).
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RES - resource type definition
Field Associated
Number{ Description Value Default Editing Errons
1 | Card Type RES (Required) | =‘RES’ 8000
2 | Resource Number/ Integer (Required) ive integer 8002
< ‘o
Label 8 characters Blanks .
3 | Number of units of this resource | Integer 1 Positive In '
type available eger -
4
413 | Regource ALLOCATE nodea tobe | Integer NoALLO. between 1 aad R
polled when resourcs is freed CATE nodes Eﬂhumw 5
sssociated nodes K
with resource
definition

SEE - Random number seed initislization (required only if seed values or reinitialization of seed values

lu&¢ﬁ) .
Fld Assecioted
Valn Defeoult  |Bditing B
Card Type SEB (Roquired) |='SEE 2000
2 |Stresss Number Intoger MXSTR=10{ Positive Intager less then 0
| o oqual to MXSTR
© 8§ [Random Nemnber seed for stresza specified | Integee Intornal sood] Intager
i previous Geld/ value
Reinitiqliration of stream Lolpitilisonnd tomme |N
wvaloe (or each ron
N-sNo resstting of seed
421 |Ropests of Fialds 2end 3.
TRA - podal trace Ouly ons TRA card is permitted. If subnetwork sodss are te be traced, the TRA cord must follow the
ESN card asocisted with the subsetwork containing the sede definition.
Field | Associated
Nomber] Description Valus Defauit Editing Errens
1 [Cardtype TRA (Required) | = TRA' 2000
2 |User-dofined node mumbers to be traced/ |fotager Nouser- | Intager and less than o2
dafined |50 odes te be traced
oodes are
to be traced
Subastwork ID pumber Integer No ID
oumber .
349 |Repesta of Field 2 | ]
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REG-regular node description or  SOU-source node description
[Tield ) "Aseciated i
n-n-l Description Vel __Delosk | Big Enen '
1 [Cadtype REG o SOU (Required) = ‘REG’ o ‘SO 200 .
2 |Nede samber ' 1 002 -
Hu—hdh—hu-ai- Integer REG 003
T o | raran iy 4
4 —— o
T A L i L = |
' mw«u :-M Detaminiets | = 7,7, T, @'n' ™ E
Al(nﬁﬁ-d.hmnh' o) i .
¢ 1 Indicstoe thet thin node o to musk Muk MHSOU.. 08
No Mi{REG = W B
'h -.rl 'l [] m N
T | Gl fa-u.,- &.‘Lmua ™ T.5.«B R
4
gwdﬂ*ddﬁt r
SW&-#- I
valae ln a
" Biggest agive -?
ﬂSﬂ:&kM&t{n-"T Intoger ¢ M Mark Time &mﬂnmlda::i——h ™ K
for mack time tramsaction or ‘M
"i
R

- aa ol

- .
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QUE - queus node description

Peld Amocisted
Deacription Viwn Defacit Bditing Emors
1 |Cardtype QUE (Roquired) = QUP 8000
3 |Node sumber/Label for cutput ideatifi- | Intagee /3 char- (Rogquired)/ | Intager between | and sazinum 8002
cation - Blaaks sumber of nodes
3 |lnitial sumber in quene Intager . i Noa-segative integer . o3
Mazisom sumber permitiad in quens | Integer (to }m Nos-negative integer r
, | infinite, we '
defoalt) -
§  |Output characteristics of nods Detarminiatic Dotermsinigtic | = ‘P o'’ 205
Probabillatic
' | Ranking peocedurs for Q-node/ rg:-grb. FIFO =T,L,S nB “s
LIFOlst in-
fiest ont
Small vile
fiest (based
o attribute
Digrabe ot
Ln
sttribute
valos)
Q-a0des reaked by Small o Intagee or MaikTime | latager between | 12d muximum k4
i, the wumber of the sttrilate Mark Time sussher of attributes or ‘W’
which the ranking is based
7  |Balking er blocking informatica Blocking or Balkees are = B’ o¢ integer between 1 and L
Isteger = node lost to maziconm pumber of aedes 01
sumber to which mlem 08
‘Dalkers are 400
[ ]
8 [The upper limit of the first coll RN Neswor |Redoar'N
for the histogram te be obtained pusting of
for this node. otatistics
9 | The width of ench call of the Rl oe'N N—spere- | Positive Real or'N'
histograms, Each porting of
|contains 30 colls. statitics
10-31 [Seloctor nodes or the MATCH ascdeca | Integer NoS-wodeor | Integer betwess 1 snd mazimem “u
utput eide of Q-nede (¥ eay) (bt not MATCH node | aumber of nodes (]
2 service activity emanstes from node en output
the Q-nods) Whea more thas side of Q-node
(one S-node is specified, the order
of appessance i these flelds
| determines the priority given
to the associated S-nodes.
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Associsted
Ervors
8000
8002
3 | Quous sslection rule 3 charscter ID from = 3 character ID from 508
list of quewe Table A1
selection rules
(Tabls A1)
4 | Resource number Integer Integes betwesn 1 and
max. number of rescusces
§ | Resource units required by Intager
waiting transactions at
associsted Q-odes
¢ [ Q-node in which Integer Integer betwoen 1 and
tranaaction is waiting matimam sumber of
for resources/ nodes
Node sumber to which between 1 and
% o b Integer Integer d
when resources are allocated
7-16 (Repeats of Fleld 6)
FRE - free node description
Amsociated
Description Value Bditing Brrens
1 Card type FRE - TRE 8000
3 Node sumber Intager botween | and 8002
Tntager max. sumber of nedes
3 Output charactaristics P.D,RA =P D, F,alr
¢ Resource sumber Integer or Ak wheee
k is an attribute
sumber
3 Resource units to be freed Integer or Ak where k
is attributs pumber
6-18 | ALLOCATE nodes in the order Integer List of ALLOC nodes con-
to be polled to allocate catensted to list
freed rescurce units provided unless & nege-
tive value is given after
list
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SIN - sink node description

or STA - statistics node description

R e e e

Feld Associated
Number|  Duscriptios Valoe Defauit Editing Errors
t  Cadtym $IN o STA (Roquired) | = SIN"or STA’ o0
2 wumber/Labal for output ideatill- | Intoger/8 characters |(M|d)l Integer betwesa | and mazimom 003
Blanks numbez of aodes
3 ﬂcd transactions 1 Positive 003
‘.-:—ilc Intager intoger
] Integer (to specify [nfinite Positive integer 8003
Fﬂtﬁ-buﬁ.ﬁnﬂ infinite, uas defaclt) (
hm«-& Probabilistic Detormisistic | = P, D, T, '\ 0
Deterministic
Fiest (conditional, take
/B (ovaditional, take alf)
{Statistical quantities te be collected Fiest (time of fisst release) |First = PN, B, Ta'D 28
AR (timo of all relossen)
Betwosn (time betwees
Intarval (time interval trom
oot recent marking
tramsaction to releass of
sede)
Delay {delay from fiest 2
the sede is selswsed)
N*Hﬂhhdk& Rl e'N Nosmere |Refor'N
Whhm this nods, o
The fiset coll of the histegram will contein
the samber of times the statistie
interast ot this node had & velue less then
or oqual 10 the value given in this fleld.
h-ﬂldnﬁddbﬁ? R’V N = 20 s9- | Positive rea o2 ‘N’
Bach contains 20 colls. o
Tast coll will contain the sumber of
el k4 vl e s
)
Hdhhdﬂﬂﬂ)ﬁ"
Wzel Tiald 8).
Criterien for mattributeset | Hold the eitridate eut of thef Last s T, 1T, % «aB 208
with o tramsaction through & node / h-d-m wriving
Lest
ot hald attribute set of the
tramsaction with the
Smallost value in 2 given
Bigget valus ia ¢ gives
sttribute
1f Swall or 2ig apecified, the sumber [ Mazk Time | Integer between | and mazimum 7207
of the atiribute to be used or ‘M’ for m . susber of attributes specified fora
nark time transnction or ‘W’
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Associeted
Default Editing Ervers
(Required) | = ‘ACT" 8000
(Roquired) | Nember of an existing nede 9002
3 [Eadnode Integer (Roguired) | Number of o8 ezisting node (set aa 9003
msembly node)
4 | Distribution or function typs :Dm o = § chasacter ID from Table A1 1004
from st of
distribution
types (Table AY)
§ | Pacameter oot sumber or vlue of Integer or Real (1) 1005
conatant
§  |Activity sumber/ Integer [ hh—nd—lﬁ-*r 1008
amigned | of activily sumbers lﬁ
[ Label for sarver identification 8 charactons Blaak
7 | Tho number of sorvers topressated Integee 1 Nea-asgatie integer 1007
by this beanch 2007
' Mﬂh?iﬂ;‘ .:U—O.d o “ﬂnw Gond Lo %
o«
start node is a SELector ming 1. ¢ sitribute number
[ whare probebility
s stored
8 | Ovderel conditions 0 (= condi- sumber 008
(only spplicable if start node mﬂcﬂm tions tested Nevseguie
hes 7" hronching® or start node e read) in ordesof
2 SELacter wing POR raks**) ingut
9§ | Conditien code (ealy spplicable See Condition Start nede 1000
Estartaode has P ‘A’ Codes List*** roloased 9000
beanching) (NR). 210
9011
* For each from nede with P valus should be Whea the start
e e S ey st

** The “proferted eeder™ for selection from free servers is aaconding order (low valus first) bused on this velwe.

*** Condition codes allowed are: T.AV Tiese A. Velue
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Fold Associated
Number| Description Valos Defoult Editiag Errons
1 |[Cadtype PAR (Roquired) = PAR' 8000
2 |Pusameter st sumber Intogee {Roquired) Integee between 1 and mazimum sumber 902
of parameter sebs
3 [Paramoter1 Real . Red 95
¢ [Puemetnrs Real 00 Rel b
§  [Puamotar3 Real 1o Real 50
8 [Pacaeaters Rel 2 Rl s
7 [Rendem Neaber Strvem Intager MXSTR=10 | lntegee %
VAS - wlue amignments to attributes of transactions
Fied | Assaciated
Namber{ Duciption Vol lnu Rdiag R
1 [Cadiype VAS | Raquired) | = VAS %000
2 | Nodo nwmber ot which sssipnment int0 | Integer (Roquiced) | Integer botwees 1 snd mezimum [ ]
be'mede of sodes l m2
3 | Nemberefthesitribute towhichthe | Intager ] Intager botwoen 1 snd mezimem sumberf 8003
asignment is to be made of attributes
4 | Distribution or function type for the 2 character 1D chosen from | CO © 2 character [D from Table A1 [ ]
igament Hd?ﬁtﬁm
§ | Paramotor sot mumber for the amigemment | Intager or Read 00 Intager or Real ]
638 | (Repeat Plelda 3, 4, 0d § to apecily wp 10 7] 08
odditional sasignments. Use saly | VAS [
nput cand for each neds of which
assignments taks place)
FIN - figish of all networks
Thald Amsciated
u-u'm Vel Inu: Riiting Erens
1t [Cadtype N (Ableak | Blask card or = TIN' 1301
maybe 000
woed in Bou
Tt
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APPENDIX G
VALIDATION INFORMATION
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DEPARTMENT OF THE AIR FORCE
HEADQUANRTERS MILITARY AIRLIFT COMMAND
SCOTT AIN FORCE BASE. ILLINOIS 2223

20 MAY B&2

TRPP (Maj Borin, 638-2951)

Validation Inforwation

AFIT/LS
ATIN: Captains Ruesche and Wasem

1. Your terminal service model substantially reflects actual deployment
operations and the concept of operations in curremt OPlans. The following
suggestions are not essential to achieve accurate results, but will more
closely reflect current plans and operations.

2. AFR 76-6, Movement of Units in Air Force Alrcraft, is a joint regulation
which accurately descrides the functions performed by the unit and DAG/MCC
and the functions performed by the aerial port unit (ALCE)., A few of the
functions listed in your Table 3-1 are not performed by the aerial port (i.e.,
wveighing, correct discrepancies, load set up, etc.).

3. UFBCE is a AFRES/ANG UTC which exactly matches the UDL of the reserve
aerial port flights. It is designed for an operations comprised of both unit
deployments and resupply (i.e., pallet buildup/breskdown, truck loadiang,
varehousing, etc.).

4, UFBCF is an old UTC which was used to task Mobile Aerial Port Squadrons
and includes both airland and airdrop capability. This UTC is no longer used.

5. All aerial port personnel and equipment UTCs were completely redesigned
in 1981 and are reflected in MANFOR/LOGFOR documents dated after 15 Feb 82.

6. Onload UTCs normally used in current plans are shown at Attachment 1.
Fleet Service and vehicle maintenance UTC are not normally used for routine
deployment operations. Loadmaster UICs are only used for heavy, sustained

air flows to ensure that marshalling yard activities do not impede the airlife
schedule. A typical MOG of 3, 2 shift package would be UFBJB, UFBBX, UFBMF
and UFBK3,

7. The MOG is an aerial port working MOG used to indicate the number of
aircraft that can be simultaneously serviced. It is not a parking MOG.
Therefore, aircraft should not be kept from blocking in just because the
aerial port MOG has been reached. The aircraft will park and wait for an
aerial port team to become available.

8. UTCs shown in Attachment 2 are used primarily in the objective area

and provide a combined capability for unit reception, resupply, theater

airlift operations and airdrop operations. UFBCD consisting of 47 personnel .
is now used in place of UFBCF to task active MAPS. This UTC represents 252

of an active MAPS; hence, each MAPS can deploy four UFBCDs.

GLOBAL IN MiSSION —— PROPESSIONAL IN ACTION
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9. UTCs shown on Attachment 3} are used at major APOEs and APODs to provide
the full range of aerial port services associated with a large air terminmal.
Fleet service and vehicle maintenance UTCs are the same as shown on Attach-
ment 1.

! 10. The equipment UTCs you requested are at Attachaent 4. P
11. Reference your para 2. 3

a. UICs are a little large for unit deployment. MOG of 9 (UFBBU X 3)
is extremely heavy. This level of activity is rarely reached in an actual
operation. Normal MOGs are between 1 and 5.

b. Onload times look good; off-load times look too long - specifically
C-141 and C-5 pallet rates. Suggest 30 minutes for C-141 and 75 minutes
for C-5 pallets.

c. Off-load personnel allocation ok; onload - suggest using UTCs on
attachment 1. Spot checks and inspections by loadmasters (UFBQ_); Setups
and load teams by load teams (UFBB__; Supervision/ATOC by supervisory UTCs
(UFBJ_); pax processing by passenger UTCs (UFBM ).

VD PORPRPRIIC WTSIT WS TP

d. Ok, except unit or DAG does much of this work. See AFR 76-6.

e. Onload outputs look good; off-load outputs look too long.

re s n

£. No change. Designed for average mix, Unusual onload (i.e., 5 C-5s, no
no C-141s) will have tailored aerial port package.

B "

8. Depends on how specific you wanr to ger. Typical functions are:
(1) Verify number of seats available. 2
(2) Verify with DAG number of pax planned for load. g

(3) Make adjustments wvhen required. i

(4) Assemble passengers. :
(5) Check manifest. ;;
(6) Perform head count. E%
(7 .Btief pax. i
(8) Escort to aircrafte. rf
(9) Brief loadmaster.

PR |

(10) Load pax.

153




SACEMTR I L s s o o e aad e O e An e e - A e B - T

(11) Return to marshalling area.

(12) Find slots for pax dropped from pre-planned load.

12. 1f you need further information, please contact HQ MAC/TRP. Please !
send us a copy of the final thesis. oo
FOR THE COMMANDER IN CHIEF !

4\ msam—
’ ) '~)1{’1'/ ”'. e (//
h P, .6.17LT M '-‘ 4 Atch ‘ 1
[- : .o R 1. Unit Move Operations 4
L oLl Simaded 2. Aerial Port Unit Deployments i
§7 3. APOE/APOD Operations )
SR 4. Equipment UICs L
..'; ! |

[ Thesis Authvors' Note: Attachment 4 was not included in this

. thesis as it was not reproducible, 3
S {

7
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5 May 1982

Hq MAC/TRP
Attn: Colonel Dumont
Scott AFB, Ill. 62225

1. Attached is information that was extracted from Chapter
3 of our thesis. The information deals with the development
of the terminal service simulation models which we have com-
pleted and have computerized, We are now at the validation
and verification stage in which we verify the accuracy of
the model (technically and as it approximates real life).

We feel you and your staff are in the best position to val-
idate the parameters and realism of the models we developed.

2. All attached appendicies are interrelated and should be
reviewed as a whole before evaluating the parts. The following
questions deal with the appendicies, and are provided to assist
and guide you and your staff in the validation process.

Don't hesitate, however, to cover any other areas which you
feel we have missed.

1) Are the scenarios (Appendix A) realistic? What
changes can you suggest to make the simulation more
realistic or provide better information?

2) Do the parameters (Appendices Bl and 2) provide
an accurate estimation of the times necessary to
complete the activities described? Please keep in
mind that we are dealing with aggregates thus our
parameters should reflect the total time necessary
to complete the activity per piece, load or aircraft.

3) Are the personnel allocations (Appendix B3) accurate?
Are too many or too few personnel resources all-

« ocated to the tasks identified? Are there any tasks
which are not covered? Note we are dealing in ag-
gregates thus our parameters may include individual
steps with the activities identified.

4) Are the networks as described (Appendices C and D)
an accurate representation of the way the Mobile
Aerial Ports would be expected to operate in war-
time/contingency operations?

5) Do the outputs (Appendix F) accurately reflect what
you'd expect to happen given the scenarios? Are
any of the results unreasonable? If so, why?
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6) Are any manpower changes made to any UTC's if the
airlift flow is comprised of a mixture of C141's
and C5's? C5's only? C141's only?

7) Should manpower for passenger loading/offloading
be specifically identified for each load, or can a
general deduction of resources be accomplished at the
start of the onload/offload, to take into account
the personnel needed to sheppard the passengers?

3. We will appreciate any and all comments you have as they
will assist in improving the accuracy of our thesis. Addition-
ally, we would appreciate copies of equipment UTC's which may
be applicable to our model so that we may realistically
allocate equipment. If you or your staff have any questions

we can be reached through our thesis advisor, Major Tom
Harrington (Transportation Program Manager), AV 785-4149.

A second copy of the attachments are provided so that they

may be annotated and returned with any other comments you

may have.

4. We thank you in advance for you and your staff's assistance
and support.

Michael A. Reusche, Captain, USAF Vaughn D. Wasem, Captain,USAF
Graduate Student, Transportation Graduate Student, Transportation

1 atech (2 copies)
Thesis Validation Information

Authors! Note: Only attachment F was included with this
letter. All other attachments are included in the thesis as
figures, tables or in other appendices,
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AIRLIFT FLOW CHART

FOPRTeY

Legend:
MSN NO- Mission Number

-q‘ voe s
L L

ACFT BLOCK- Aircraft Block-In time as provided by the
simulation.

ACFT AVAIL- Time aircraft is available to the load crews.

Since we have not simulated maintenance, the time
available will equal the block time.
ACFT S-UPLD- Aircraft Start Upload
ACFT C-UPLD- Aircraft Complete Upload ;5
|
ACFT DEPT- Aircraft Simulated Airborne -
4
'
NOTE: This computer prepared chart depicts the simulated 4
handling of the scenario previously depicted using the UTC f;
UFBCF. This flow chart is for aircraft onload and Zi
»
: ties into cargo processing. - 1
..V o

yrrrerrey
MR-

CR
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AIRLIFT FLOW CHART

Legend: -
MSN NO- Mission Number ‘

ACFT BLOCK- Aircraft Block-In time as provided by the
simulation, 3

ACFT AVAIL- Time aircraft is available to the load crews. ]
Since we have not simulated maintenance, the time
available will equal the block time.
ACFT S-UPLD- Aircraft Start Upload f
ACFT C-UPLD- Aircraft Complete Upload

ACFT DEPT- Aircraft Airborne

NOTE: This computer prepared chart depicts the simulated
handing of the terminal services onload previously

discussed using the UTC, UFBCE. A1l times are in hours

o plus 100'ths of an hour vice hours and minutes.
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